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Abstract—The IPv6 over time-slotted channel hopping
mode of IEEE 802.15.4e (6TiSCH) wireless protocol stack
is released to offer high-throughput, low and bounded
latency, energy efficient, and reliable communication in
industrial Internet of Things (IoT). However, scheduling
communication cell among the nodes for exchanging
sensory data is not trivial in 6TiSCH networks when the
network traffic is highly dynamic and unpredictable. The
existing autonomous scheduling schemes suffer from
static allocation, high end-to-end latency, and high energy
consumption. To address the abovementioned problems,
in this work, we propose on-the-fly autonomous slot
allocation (OASA) scheme to schedule slots for adaptive
traffic in 6TiSCH networks autonomously and immediately.
OASA also enables a low radio-duty-cycle of the nodes
when network traffic is less, which is not considered by any
existing adaptive autonomous schedulers. To validate the
effectiveness of OASA, we implemented it on Contiki-NG
and performed testbed experiments on FIT IoT-LAB. The
testbed experiment results demonstrate the effectiveness
of OASA in terms of latency, packet delivery ratio, and
energy consumption compared to the existing autonomous
scheduling schemes.

Index Terms—Autonomous scheduling, IEEE 802.15.4e,
IPv6 over the time-slotted channel hopping (TSCH) mode of
IEEE 802.15.4e (6TiSCH), Industrial Internet of Things (IIoT),
time-slotted channel hopping (TSCH).

I. INTRODUCTION

THE IPv6 over the time-slotted channel hopping (TSCH)
mode of IEEE 802.15.4e (6TiSCH) wireless network pro-

tocol enables wireless communication in Industrial Internet of
Things (IoT) (IIoT) and critical IoT applications [1]. 6TiSCH
networks are built on the top of IEEE 802.15.4e standard,
which is a low-power wireless communication standard that
introduced TSCH medium access control (MAC) mode to pro-
vide stringent requirements, such as high reliability, higher
throughput, delay-bounded, and energy-efficient communica-
tion in resource-constrained node-based IoT networks. Particu-
larly, 6TiSCH networks can be adopted in scenarios requiring
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Fig. 1. 6TiSCH IIoT network connected to the Internet.

low-power and highly reliable communication, making them
suitable for applications, such as industrial automation, smart
grids, and healthcare systems [2]. In brief, 6TiSCH networks
are a robust choice for time-sensitive and mission-critical ap-
plications. For example, in IIoT, as shown in Fig. 1, 6TiSCH
can be used to enable real-time monitoring and controlling of
industrial operations, such as assessing temperature, humidity,
and other environmental factors, where sensors are placed all
over a factory. The sensors attached to IoT nodes deliver real-
time data to the root node [aka border router (BR)] using the
routing protocol for low power and lossy network (RPL) [3] of
the 6TiSCH protocol stack. The BR can process such data by
itself or transmit it to the cloud using the Internet for further
processing.

To transmit a sensory data packet from a given node, i.e.,
either leaf or intermediate/relay node to the BR, the node must
schedule a unique “cell,” which is a combination of a times-
lot (aka slot) and a physical channel, with its’ preferred RPL
routing parent. However, the IEEE 802.15.4e standard does not
provide information about managing/scheduling (i.e., allocation
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and deallocation) such data transmitting cells. Scheduling of
transmission cells is very challenging in dynamic IoT networks
because assigning more cells unnecessarily would increase the
energy consumption of the nodes by forcing them to activate
their radios in the assigned slots. On the other hand, fewer
assigned cells would severely degrade the network performance.
Therefore, a conflict- and collision-free, and appropriate cell
scheduling scheme is expected to improve the performance of
multihop 6TiSCH-based IIoT networks.

For scheduling cells in 6TiSCH networks, researchers used ei-
ther centralized [4], distributed [5], [6], or autonomous schedul-
ing approaches, such as Orchestra [7]. However, autonomous
scheduling has the advantage of zero control packet overhead in
the network, and so, can save nodes’ energy. Recently, several
autonomous schedulers have been proposed, such as Orches-
tra [7], autonomous link-based cell scheduling (ALICE) [8],
OST [9], and a cube (A3) [10]. However, both Orchestra and
ALICE suffer from static and limited allocation of transmis-
sion and reception slots. Hereafter, we denote the transmission
and reception slots by Tx and Rx slots, respectively. On the
other hand, even though OST and A3 provide adaptive slot
allocation, i.e., depending on networks’ slot requirement, they
suffer from high energy consumption when there is less traffic
in the network. In addition, OST and A3 allocate slots based
on traffic estimation, which is not immediate. Consequently,
it contributes to an increase in packet delivery latency. Atis
et al. [11] extensively studied some of the existing autonomous
scheduling methods using testbed experiments and suggested
to increase the number of Rx slots at the root node. However,
increasing Rx slots of the root node only help the immediate
neighbor nodes and, significant performance improvement of
the other nodes, i.e. two or more hop distance nodes cannot be
expected.

Therefore, to deal with the problems of existing autonomous
scheduling schemes, we propose the on-the-fly autonomous slot
allocation (OASA) scheme in this work. The proposed OASA is
highly adaptive to the network traffic compared to the existing
adaptive autonomous scheduling schemes, i.e., OST and A3. In
brief, OASA enables very low radio-duty-cycle (RDC) based
communication when traffic is very low. Still, it quickly adds
more slots during sudden and burst traffic transmission (e.g.,
when an event occurs). Using OASA, nodes do not need to
estimate traffic load before allocating slots, unlike A3 and OST.
In brief, allocation by OASA does not increase packet latency.
OASA autonomously allocates and schedules slots on-the-fly to
handle adaptive traffic in 6TiSCH networks. The main contribu-
tions of this work are as follows.

1) We propose OASA scheme to autonomously and imme-
diately allocate data-transmitting cells for adaptive traffic
within 6TiSCH networks.

2) Addressing a gap in existing adaptive autonomous sched-
ulers, OASA enhances the efficiency of nodes by enabling
a low-duty cycle when network traffic is minimal.

3) We implement OASA in the widely-used IoT operating
system, Contiki-NG [12] and perform testbed experi-
ments on open-source FIT IoT-LAB [13] to validate the
effectiveness of the proposed OASA.

Fig. 2. Scheduling of TSCH slots with slotframe size of 6.

The rest of this article is organized as follows. Section II
provides a brief overview of 6TiSCH network and discusses the
existing scheduling schemes for it. We briefly discuss the design
of our proposed scheme in Section IV, and provide comparison-
based testbed results in Section V. Finally, Section VI concludes
this article.

II. BACKGROUND AND RELATED WORK

In this section, we briefly discuss IEEE 802.15.4e TSCH and
existing scheduling schemes for 6TiSCH networks.

A. Overview of IEEE 802.15.4e TSCH

IEEE 802.15.4e TSCH MAC’s time-slotted channel ac-
cess feature provides guaranteed, bounded, deterministic, and
collision-free packet delivery. On the other hand, the channel
hopping feature helps in getting rid of interference and multi-
path fading issues on a single channel. To provide time-slotted
channel access, as illustrated in Fig. 2, the time is divided into
fixed-duration timeslots, which are long enough [usually, 10 ms
to transmit a packet and receive its acknowledgement (ACK)].
Several timeslots constitute one slotframe, which repeats one
after another.Slot Offset (x-axis of Fig. 2) is used to denote
the relative position of a timeslot within a slotframe. A pair of
nodes also need to decide on a channel to transmit a packet in
a given timeslot, and the combination of timeslot and channel
is called “cell.” The Channel Offset (y-axis of Fig. 2)
denotes the offset for channel selection. The sender and receiver
pairs need to schedule their cells efficiently for collision-free
communication. A well-designed scheduling scheme can effi-
ciently use the cells to achieve high network performance. For
exchanging data packets, in a given timeslot, both the sender
and receiver should be on the same physical channel. For such
physical channel selection, the following equation is used [1]:

channel = FHS [(ASN + channeloffset) mod Nc] . (1)

where channel is the channel index associated with a
dedicated frequency, absolute slot number (ASN) denotes the
number of timeslots elapsed from the starting of the network,
FHS is the frequency hopping sequence, Nc = ||FHS|| denotes
the number of physical channels used in the network and each
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channel identified by Channel Offset (y-axis of Fig. 2).
An entire 6TiSCH network uses the same ASN number, which
is broadcasted by the enhanced beacon (EB) control frame. As
the value of ASN increased by one after each timeslot, (1) gives
different values of channel for the same channel offset within
FHS, which enables the channel hopping feature of TSCH. For
example, let FHS of a TSCH network is 11, 19, 15, 13. Then,
the FHS of channel offset 0 will be 11, 19, 15, 13 that of channel
offset 1 will be 19, 15, 13, 11, and so on. In Fig. 2, we use
Nc = 16.

B. Related Works

In this section, we briefly discuss the existing scheduling
algorithms used in 6TiSCH network. In 6TiSCH network, cells
are scheduled by centralized, distributive, or autonomous ap-
proaches. However, the centralized and distributed schemes have
the issues of single node failure and control packet overhead,
respectively. Therefore, autonomous approaches gain more at-
tention from the researchers compared to the other two ap-
proaches. Traffic aware scheduling algorithm (TASA) [4] and
MODESSA [14] are two well-known centralized scheduling
schemes for the 6TiSCH network. TASA leverages the global
tree topology and nodes’ traffic load to minimize latency and
RDC. On the other hand, MODESSA emphasizes load balanc-
ing by distributing loads on different channels. However, both
schemes have severe control packet overhead and exhibit slow
scheduling. The work in [15] mentioned a centralized approach
to use SDN in 6TiSCH-based IoT networks, whereas the work
in [16] proposed a Layer-2 slicing scheme to reduce SDN control
traffic in TSCH network.

Distributed approaches utilize handshaking approaches, i.e.,
exchanging of control packets for several rounds for scheduling
cells between the sender and receiver. Decentralized traffic
aware scheduling (DeTAS) [17] is a distributed scheduling
approach based on TASA, where the parent nodes gather the
information about the traffic load of their child nodes and,
accordingly, schedule cells. On the fly (OTF) [6] allocates
cells based on previous transmission statistics and adjusts the
number of cells in use. In a decentralized slot reservation policy
(ASAP) [18], the authors analyzed 6TiSCH network during its
formation, considering the real-use cases of 6TiSCH networks
with varied numbers of nodes. ASAP adds two slots for each link,
i.e., for each parent and child pair by exchanging control packets.
Recently minimal scheduling function (MSF) standard [5] was
released for dynamically allocating data transmission cells in
6TiSCH networks. However, this standard uses a distributed
scheduling mechanism and has 6P control packet overhead.

To overcome the issues of centralized and distributed schedul-
ing, autonomous schedulers allow the nodes to apply hash
function either on its’ own ID (i.e., EUI64 or MAC address),
neighbor’s ID, or on both IDs to independently determine the
dedicated timeslots and channels for exchanging packets. To join
a 6TiSCH network, a new node should get an EB frame and a
DODAG information object (DIO) packet from one of the al-
ready joined nodes, which is considered as the parent of the new
node. From the headers of these control packets, the new node

Fig. 3. Slot scheduling by node #2 with existing schemes.

comes to know about the EUI64 address of the parent node.
On the other hand, when the new node transmits data packets or
other RPL’s control packets, such as destination advertisement
object (DAO) to the parent node, the parent node comes to know
about the EUI64 address of the new node. Thus, the parent and
the new node come to know about each other EUI64 addresses
and exchange packets. When network topology changes, the
autonomous scheduler of the nodes gets updated with the new
neighbor information from the same control packets.

Orchestra, the first autonomous scheduling scheme proposed
by Duquennoy et al. [7] provides two different modes of oper-
ation: receiver-based (Orch-RB) and sender-based (Orch-SB).
However, only one mode can be used in a network at a given time.
All the nodes assign a unicast cell for themselves using their ID,
which operates as anRx slot in Orch-RB andTx slot in Orch-SB.
On the other hand, the neighboring nodes consider such unicast
cells as Tx and Rx in Orch-RB and Orch-SB, respectively. So,
in Orch-SB, nodes transmit their packet by applying hashing
on their IDs, as shown in Fig. 3. The main disadvantage of
Orchestra scheduling is that Orch-RB faces high contention as
all neighboring nodes transmit in the same Rx slot. On the other
hand, Orch-SB suffers from queuing delay as a node can transmit
only one packet to its’ routing parent per slotframe. Furthermore,
both the modes of Orchestra use static (i.e., fixed) slot allocation,
which does not change with network slot requirements.

To address the limitations of Orchestra concerning the limited
and static number of slots allocation per slotframe, Kim et al.[8]
proposed ALICE in 2019. ALICE differs from the Orchestra in
several ways. ALICE employs link-based slot scheduling, i.e.,
two separate slots for each RPL parent and child pair (shown
in Fig. 3), unlike the node-based Orchestra, which schedules
only one slot per slotframe for such pair. It also uses link-based
Channel Offset, unlike a single Channel Offset as in
Orchestra. Another key difference in ALICE is that it regularly
reassigns/reallocates all the unicast cells by feeding the hash
function with a time-dependent input. However, ALICE also
suffers from the problem of limited slots allocation per slotframe
(i.e., one for uplink towards the root and one for downlink
toward the leaf) for the networks with high traffic loads, as
experimentally shown by the works OST [9] and A3 [10]. For
example, a parent node has two child nodes, and each of them
needs to transmit one packet per slotframe to the root. However,
as ALICE allows one uplink slot toward the root, the parent node
can send only one packet per slotframe, which is insufficient. It
requires three uplink slots per slotframe. The slot allocation by
ALICE is also static, which is two slots per slotframe. Again,
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nodes need to keep their radios active once in a slotframe for each
neighbor node irrespective of data transmission, which increases
energy consumption in low traffic-based networks. Recently, to
address the problem of insufficient slot allocation by Orchestra
and ALICE, two adaptive scheduling schemes, OST and A3
were proposed by the same authors Kim et al. [9] and [10]. In
OST, the nodes piggybacked their buffer occupancy information
with their link-layer frames, and based on that, the receiver nodes
estimate the traffic load from their neighbors and, subsequently,
allocate slots. However, allocating slots after getting the traffic
load information increases the packet latency as slot allocation
and packet transmission are not done immediately, i.e., on-the-
fly. Even though, in A3, nodes can estimate the traffic from
their neighbor nodes without knowing their buffer occupancy
information, unlike OST, it also has some disadvantages. A3 may
be unable to deal with sudden burst traffic as traffic estimation
and slot allocation take some time, which can result in packet
loss, increasing packet latency. Similarly, slot deallocation also
takes some time, which increases nodes’ energy consumption.
Most importantly, using OST and A3, nodes must keep their
radios active at least once per slotframe for each neighbor, like
ALICE, increasing the nodes’ energy consumption in low-traffic
networks.

The works in [19] and [20] autonomously allocate a shared
minimal cell for control packet transmission in 6TiSCH net-
works. The authors did not consider the transmission of data
traffic in their works. The work in [21] proposed a scheme
for mobile-TSCH networks that has control packet overhead.
On the other hand, the work in [22] dealt with the problem of
missing ACKs in TSCH networks but was limited to single-hop
networks. The work in [23] proposed the scheme Auto-Sched,
which presents a fully autonomous scheduling approach, en-
suring reliable uplink and downlink traffic scheduling while
providing network robustness against failures. By assigning
retransmission time slots based on link reliability and employing
pipeline-like communication schedules, the Auto-Sched mini-
mizes collisions. However, Auto-sched reserves some slots for
control packets, such as DAO which may create problems when
the slotframe length (SF) is small. In summary, even though
autonomous scheduling is better than distributed scheduling
algorithms, static autonomous scheduling algorithms, such as
Orchestra and ALICE suffer from insufficient bandwidth allo-
cation. On the other hand, OST and A3 can increase end-to-end
packet latency and energy consumption of the nodes because
of traffic estimation and longer convergence time of scheduling
decisions. Therefore, to address these problems, we propose an
adaptive scheduling technique for 6TiSCH networks that imme-
diately allocates slots based on traffic demands, i.e., on-the-fly.
In Table I, we summarize the existing works along with our
proposed work considering different parameters.

III. STUDY ON LIMITATIONS OF THE EXISTING SCHEMES

In this section, we investigate the Orchestra and A3 au-
tonomous scheduling schemes on FIT IoT-LAB using 60M3 IoT
nodes (MCU: ARM Cortex M3, 32-bits, 72 Mhz, 64 kB RAM,
radio communication: 802.15.4 PHY standard, 2.4 Ghz.), where

TABLE I
EXISTING SCHEDULING SCHEMES

Fig. 4. Experimental 6TiSCH network topology from Strasbourg’s.
(a) Physical topology. (b) Routing topology.

TABLE II
EXPERIMENTAL SETTINGS

all the leaf nodes and relay nodes generate and transmit packets
toward the root node. Therefore, the utilized network topology
can function as a sparse network under low traffic rates and
as a dense network under high traffic rates. Note that the core
mechanism of A3 is to estimate the traffic load, it can be used
with any autonomous scheduler, such as Orchestra and ALICE,
as an independent module. In our evaluation, we use A3 along
with ALICE. During our experiments, the nodes are organized
by RPL routing protocol as shown in Fig. 4. We used RPL storing
mode for routing and minimum rank with hysteresis objective
function (MRHOF) [26] with ETX for the objective function.
In our experiments, we assess the performance of each scheme
by comparing the end-to-end packet delivery ratio (PDR) and
RDC. The SF is varied from 7 to 101 timeslots. In addition, we
evaluate the packet acknowledgment ratio (PAR), queue losses,
and parent changes across different SFs. The other experimental
settings are listed in Table II. We consider standardized net-
work configurations/settings as well as Contiki-NG’s default
experimental configurations for our evaluation. We run each
experiment for 60 min, out of which in the initial 20 mins, we
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allow the nodes to join in the network, and in the rest of the
40 mins, we collect our data. In IIoT, plenty of nodes can be
attached with a single BR; therefore, considering such a dense
IIoT network, we evaluate Orchestra and A3 with high traffic
rate, i.e., 4 packets(pkt)/min toward the root node.

In our evaluation, the following metrics are used.
1) PDR: Ratio between the packets received by the BR and

transmitted by a sender. PDR of a sender is calculated at
the BR.

2) PAR: Ratio between layer-2 ACKs and transmitted pack-
ets. Each node calculates PAR by itself. Note that layer
2 ACK is sent by the receiver irrespective of its queue
capacity.

3) Queue Loss: Number of packets lost due to buffer over-
flow, calculated by the nodes themselves.

4) RDC: Percentage of the radio active time (i.e., Rx, Tx)
against total experimental time. High RDC denotes higher
energy consumption and vice versa.

5) Latency: Average time taken by the packets to reach root.
6) Parent Change: Number of times a node changes its

parent. It is calculated at the node itself. More parent
change denotes less stability in the network.

Our preliminary experimental results are shown using 95%
confidence interval in Fig. 5 by running each experiment at
least 25 times. In Fig. 5(a), we can see that the performance
of Orch-SB and Orch-RB modes in terms of PDR degrades
with the increasing value of SF due to insufficient provision-
ing of bandwidth, i.e., data transmission cells per slotframe
to handle such high traffic load, 4 pkt/min. Even though SB
mode provides better PDR using shorter SF, its performance
drastically degrades when SF is 101 slots. The results shown in
Fig. 5(b) denote that only a few packets were lost due to external
interference or packet collision. As the nodes do not get enough
slots to transmit their packets and the packets received from their
child nodes when SF length is more, nodes keep the packets in
their buffer for a longer time. Later, this results in discarding
new incoming packets when the buffer becomes full, leading to
more queue losses, as shown in Fig. 5(c). Note that both SB and
RB show comparatively better results with short SF. However,
the adverse effect of having short SF can be seen in Fig. 5(d).
When the network uses short SF, nodes frequently allocate Rx
and Tx, so the RDC of nodes increases, leading to more energy
consumption. So, short SF is not desirable in 6TiSCH networks.

Furthermore, when using Orchestra, nodes need to retain data
packets for longer due to limited slot allocation, increasing
packet delivery latency for the nodes, as shown in Fig. 5(e).
In addition, insufficient allocation of slots per slotframe forces
the nodes to change their parent very frequently, as shown in
Fig. 5(f), which creates unstable networks [10].

From these different results, we can claim that Orchestra
does not provide sufficient slots per slotframe to transmit high
traffic. As slot allocation by ALICE is also static and uses one
slot per slotframe for each direction of a link, using ALICE,
similar results can be expected as Orch-SB. Even though A3 can
adaptively provide sufficient slots per slotframe for transmitting

Fig. 5. Testbed experimental results of some existing autonomous
schemes using application data rate 4 pkt/min. (a) PDR. (b) Packet
ACK ratio. (c) Queue losses. (d) RDC. (e) End-to-end packet latency.
(f) Number of parent changes.

such massive network traffic, it takes time to estimate the traffic
load in the network. Because of the convergence of traffic
estimation, both packet latency and energy consumption of the
nodes increased. These experimental results from the testbed for
existing autonomous schemes motivate us to design an adaptive
and autonomous scheme that can dynamically allocate slots
within a given slotframe based on the slot requirements of a
6TiSCH network. In addition, it should also maintain a low
RDC for the nodes when network traffic is low. In the following
sections, we briefly discuss our proposed approach.

IV. PROPOSED APPROACH

In 6TiSCH networks, nodes change their physical transmis-
sion channels after each transmission. Therefore, apart from
scheduling the packet in the same timeslot, it is important for
both the transmitter and receiver to be active on the same chan-
nel. Considering this synchronization requirement, we briefly
discuss our proposed autonomous and adaptive on-the-fly slot
scheduling scheme in the following section.
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Fig. 6. Working of proposed OASA.

A. On-the-Fly Autonomous Slot Allocation

Our proposed OASA uses the node’s unique EUI64 ad-
dress to independently and autonomously schedule cells like
other autonomous schedulers, such as A3 and OST. Note that
OASA works with other unique layer 2 address, such as MAC.
Furthermore, using OASA, each node maintains a dedicated
broadcast slot and a shared common slot for transmitting EB and
RPL control packets, respectively, like the exiting autonomous
schemes. However, for transmitting data packets, OASA works
differently as discussed in the next paragraph. Fig. 6 illustrates
the procedural steps employed by a sender–receiver pair in the
implementation of our proposed scheme OASA. The ensuing
paragraphs provide a detailed discussion of each step.

Upward traffic: It denotes the traffic from the sensor-attached
IoT nodes to the root node of 6TiSCH networks. The root node
later transmits the collected traffic to the cloud for analysis.
For example, periodic data transmission by home monitoring
system. For such upward traffic, each node maintains two types
of unicast slots using OASA. The first slot is the shared Rx
slot (hereafter referred to as 1© base-Rx slot), which is used to
receive packets from any child node like RB-Orch. The timeslot
(Tb) and the channel (Cb) for the base-Rx cell of a receiver
node are determined by applying hash-ing to the receiver’s (R)
EUI64 address and then taking the modulo of the unicast SF,

as follows:

Tb = mod(hash(EUI64(R) + ASFN), SF)

Cb = mod(hash(EUI64(R) + ASFN), Nc − 1) + 1

here, ASFN denotes absolute slotframe number (calculated as
�ASN/SF� to reduce repeated collisions as in ALICE [8], and
Nc denotes the number of channels used in the network. We
use a simple 32-bit integer mix function for hashing as used by
ALICE [8]. Note that both sender and receiver should use the
same methods to calculate the Tb and Cb, but they would be
in opposite radio states, i.e., the base-Rx slot of the receiver
should be the base-Tx slot for the sender. Otherwise, nodes
will face radio-conflict. The other type of slot is 2© adaptive
unicast slot, which is used to transmit more than one packet in
a slotframe. A sender–receiver pair allocates multiple adaptive
unicast slots within a slotframe depending on the number of
outstanding packets in the sender buffer (briefly discussed in the
next two paragraphs). The first (i = 0) adaptive unicast cells’s
timeslot T<a,i=0> and channel C<a,i=0> are calculated using
both the sender (S) and receiver (R)EUI64 addresses as follows.

T<a,i=0> = mod (α hash(EUI64(R)

+ EUI64(S) + SHIFT[i] + ASFN), SF),

C<a,i=0> = mod (α hash(EUI64(R)

+EUI64(S) + SHIFT[i]+ASFN), Nc − 1) + 1.

A SHIFT-array and α (both are discussed later) are used to
allocate successive adaptive unicast slots and differentiate the
traffic directions, respectively. Note that if any of the calculated
timeslot, T<a,i> for adaptive unicast slots conflict with base-
Rx slot of the parent, then next timeslot is used, i.e., T<a,i> =
T<a,i> + 1. The sender and receiver use these slots as follows.

Sender: When a child node wants to transmit more than one
packet to its RPL parent (i.e., upward traffic toward the root) in
a slotframe, it tries to transmit its first packet on the base-Rx slot
of the parent as the adaptive unicast slots are not allocated yet.
As the base-Rx slot is shared, all the child nodes (senders) at-
tempt to transmit their first packet following the standard TSCH
backoff approach. When the sender successfully transmits
its first packet and receives ACK, it allocates adaptive unicast
Tx slot(s) using the SHIFT[MAX] array to transmit subsequent
packets as follows.

The SHIFT-array is used to shift the adaptive slots from the
first adaptive slot within the current slotframe. The values of
SHIFT-array can be obtained as follows:

SHIFT[i] = i ∗
⌊

SF
MAX

⌋
, i = 0, 1, . . . ,MAX − 1.

For instance, consider a scenario where the SF consists of
101 timeslots, and the given value of MAX is 4. In this case, an
additional three adaptive slots would be added, starting from the
first adaptive unicast cell T<a,i=0> and C<a,i=0>, with each of
these new slots positioned at intervals of [25, 50, 75] slots apart.
However, all the adaptive unicast cells are calculated and sorted
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Algorithm 1: OASA-Sender.
1: INPUT: Outgoing packet, SHIFT=[], flag = 0, MAX
2: OUTPUT: Schedule transmission Tx slot(s)
3: if new slotframe starts then
4: Initialize i = 0
5: end if
6: if flag is not set then
7: Schedule and transmit in base-Tx slot using parent

EUI64 address
8: Set the flag when transmission is success
9: end if

10: if buffer is not empty AND flag is set AND i is less
than MAXthen

11: Sort and schedule adaptive Tx slot with SHIFT[i]
12: Increase i by unity
13: end if
14: if buffer is empty then
15: Unset the flag
16: end if
17: if not received ACK in scheduled adaptive Tx slot then
18: Re-transmit in the next adaptive Tx slot
19: end if

based on the relative position of the associated timeslots, T<a,i>

from the beginning of a slotframe and scheduled accordingly.
Using many adaptive unicast slots within a slotframe would

increase the RDC of the parent node. Therefore, we use MAX
threshold to restrict the used number of slots per slotframe. The
value of MAX threshold can be broadcasted in the information
element (IE) of an EB frame. Therefore, SHIFT[MAX] can be
autonomously calculated by the nodes (i.e., sender and receiver)
by themselves as the same and known value of SF is used in the
network. To reduce contention in the base-Rx slot, we impose
a restriction preventing a node from transmitting a packet in
the base-Rx slot of the subsequent slotframes, if the node has
already installed adaptive Tx slot(s). As different parent-child
pairs transmit their subsequent packets using different adaptive
slots based on their EUI64 addresses, there will be no collisions
in such allocated autonomous slots (assuming there is no hashing
conflict and mitigating hashing conflict out of the scope of this
article). Algorithm 1 and Fig. 6 show the steps of a sender to
transmit its packet using OASA.

Receiver: When a node receives a packet in its base-Rx
slot, it immediately schedules an adaptive unicast slot for the
corresponding sender. If the node receives one more packet in
the allocated adaptive unicast slot, it allocates one more adaptive
unicast slot, and it continues till MAX is reached. Note that the
receiver always allocates an adaptive slot when it receives a
packet from the sender, and the sender may not have a packet to
transmit in that allocated adaptive slot. When the receiver does
not receive any frame in any of the allocated adaptive slots, it
removes all the subsequent allocated adaptive slots, considering
the sender does not have packets to transmit. The receiver needs
to unnecessarily listen in the allocated adaptive slot in such
events. However, energy consumption by the receiver for such

Algorithm 2: OASA-Receiver.
1: INPUT: SHIFT=[], i = 0,
2: OUTPUT: Schedule Rx slot(s) for sender k
3: if new slotframe starts then
4: Initialize i = 0
5: end if
6: if received a packet in base-Rx slot then
7: Remove already allocated adaptive Rx slot(s)
8: Allocate new adaptive Rx slot with SHIFT[i]
9: end if

10: if received a packet in Ck-based adaptive Rx slot AND i
is less than MAX then

11: Sort and schedule adaptive Rx slot(s) with SHIFT[i]
12: end if
13: Increase i by unity
14: if not receive packet in current adaptive Rx slot then
15: Remove all the scheduled adaptive Rx slots for k
16: end if

idle-listening (i.e., 128 μS) is much less compared to energy
consumption for packet reception and retransmission. Note that
there could be a situation in which a receiver sends an ACK, but
the sender does not receive it. In such a case, the sender tries to
retransmit the packet on the next adaptive unicast slot. Receivers
also need to sort the adaptive unicast cells before scheduling like
the senders. Algorithm 2 and Fig. 6 show the steps of a receiver
to receive packets from the sender k using OASA. Note that a
node uses either Algorithm 1 or Algorithm 2 at a given timeslot
as it can be either sender or receiver.

Downward Traffic: It denotes the command or query from
the cloud or root node to the actuator or sensor-attached IoT
nodes. For example, getting the value of the temperature sensor
or switching OFF the electric motor. For such downward traffic,
i.e., query from RPL root (BR) to leaf, OASA can be used
efficiently, where RPL parent nodes behave as the senders, and
the child nodes behave as the receivers. Note that because of the
usage of the coefficient “α” for calculating T<a,i> and C<a,i>,
different adaptive cells will be allocated for downward traffic.
In brief, coefficient “α” distinguishes traffic direction.

Advantages over OST and A3: Some of the advantages of
OASA over OST and A3 as follows.

1) Allocation is done on-the-fly, unlike OST and A3, which
allocate after collecting and estimating traffic load, re-
spectively. This helps in reducing packet latency.

2) In OST and A3, Rx and Tx-slots are allocated in every
slotframe for each directional link irrespective of traffic
load, which increases RDC. For example, if a node has
three child nodes, the node allocates three Rx-slots in
every slotframe in both OST and A3. However, in OASA,
the node would allocate only one base-Rx-slot. So, OASA
has the advantage over OST and A3 in terms of RDC
even though, by default, it assigns one adaptive cell upon
receiving a packet on base-Rx slot.
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Fig. 7. Example of OASA-based scheduling. Different packets are
denoted by different colors and sequence numbers.

3) Implementation of OASA uses only a few flag variables.
In contrast, traffic estimation in A3 requires some com-
putation, and OST incurs packet overhead.

B. Working Example of OASA

In Fig. 7, we illustrate the scheduling of slots for nodes #3
and #4 toward node #2 across two slotframes using OASA. For
this, we assume the values for MAX, ASFN, and SFsize as 4,
0, and 7, respectively, and we use only one channel for packet
transmission. Initially, nodes #3 and #4 both attempt to transmit
their first packet during the base-Rx slot of node #2 (i.e., slot
2). Assuming node #4 successfully transmits its first packet,
nodes #4 and #2 schedule their next adaptive slot at slot
6, i.e., (id(2) + id(4) + SHIFT[i] + ASFN)%SF = 6, where
i = 0, SHIFT[i] = 0. Subsequently, both nodes schedule sorted
slots in the next slotframe (so, ASFN = 1) using the SHIFT val-
ues 0 and 1, respectively, at slot 0 (i.e., id(2) + id(4) + 0 +
1)%7 = 0) and slot 1 (i.e., id(2) + id(4) + 1 + 1)%7 = 1).
As node #3 can transmit its first packet during base-Rx slot of
node #2, nodes #3 and #2 coordinate to schedule their adaptive
slot at slot 5. Thus, OASA autonomously allocates slots in
real time.

V. EXPERIMENTAL RESULTS

We implement OASA on Contiki-NG and perform testbed
experiments on FIT IoT-LAB using the same network configu-
rations as discussed in Section III. The testbed results are shown
in Fig. 8. We compare our proposed OASA with Orch-SB, OST,
and A3. For fair evaluation, we consider the same value for
number of zones in A3 and MAX-threshold of OASA, which is
4. Note that the number of zones and MAX denote the maxi-
mum number of Rx/Tx slots per slotframe. The other existing
autonomous schemes, such as [19], [20], [25], primarily focus
on control packet transmission. Consequently, we omit com-
parison of these schemes with OASA, as the latter specifically
addresses data packet transmission, aligning more closely with
methodologies like Orchestra, OST, and A3. As Orch-SB uses
only one Rx/Tx slots per slotframe, therefore, the performance
of Orch-SB is significantly poor compared to OST, A3, and
OASA when the used SF is more, i.e., 67 and 101 timeslots, as
shown in Fig. 8(a) and (b). It is because both theRx- andTx-slots
appear less frequently (i.e., after 101 timeslots when SF = 101).
Such infrequent availability of transmission slots degrades the
performance of the nodes near the BR (i.e., nodes #2, #3, and
#4) when the leaf and other intermediate nodes generate a large
amount of traffic. In addition, because of the unavailability of

Fig. 8. Testbed experimental results of the proposed schemes us-
ing application data rate 4 pkts/min. (a) PDR. (b) Packet ACK ratio.
(c) Queue losses. (d) RDC. (e) End-to-end packet latency. (f) Parent
changes.

sufficient slots per slotframe using Orch-SB, nodes (specifically,
again, nodes #2, #3, and #4) need to drop their packets from their
buffer due to overflow, as shown in Fig. 8(c). Finally, it affects the
PDR and the reliability of the IoT application. However, better
performance is observed with short SF, i.e., 7 and 19 timeslots
using all scheduling schemes as all the nodes get enough slots
to transmit their packets. But short SF affects the RDC of nodes,
i.e., energy consumption of the nodes. To deal with the problems
of Orchestra due to static allocation, OST, A3, and OASA
dynamically vary the number of slots per slotframe depending on
network requirements. Therefore, all the three schemes perform
better than Orch-SB. As we use the same value for number of
zones of A3 and MAX-threshold of OASA, both A3 and OASA
show almost similar results using all the used SF in terms of all
the performance metrics. However, OASA performs better than
A3 regarding RDC and latency. It is because, using OASA, the
receiver does not allocate separate Rx slots for each neighbor in
every slotframe, unlike ALICE, OST, and A3. In addition, using
OASA, nodes do not need to wait for traffic load estimation to
allocate Rx/Tx slots per slotframe, unlike OST and A3, which
reduces the packet latency of the transmitted packet. Hence,
OASA performs better compared to OST and A3 in terms of
RDC and latency. Furthermore, because of its simplicity, OASA
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Fig. 9. Testbed results using fixed SF equals to 19 timeslots. (a) PDR.
(b) End-to-end packet latency.

Fig. 10. Testbed results are presented at different time intervals
throughout the total experimental duration. (a) PDR. (b) End-to-end
packet latency.

requires less computational resources than A3. In brief, OASA
is easy to implement. In Fig. 9, we show testbed experimental
results by varying the packet transmission rate while keeping the
same SF equal to 19 timeslots to show how our proposed scheme
behaves with different network configurations. When the traffic
load is less, i.e., 4 pkt/min and 6 pkt/min in the network, all the
schemes perform in terms of PDR and latency. This is because
the allocated number of slots by all the schemes is sufficient
to handle such network traffic load. However, when the traffic
load increases, Orch-SB fails to handle it because of uses only
one slot per neighbor per slotframe. Even though both OST and
A3 increase slots per slotframe, that is not immediate. Therefore,
some of the packets get dropped using the estimation of the traffic
load. However, using our proposed scheme OASA, nodes do not
need to estimate traffic load, and allocation is done on-the-fly.
Therefore, OASA improves the PDR and latency compared to
all the existing schemes.

In Fig. 10, we present the results regarding PDR and packet
latency at different time intervals. To observe the behavior of the
OASA under a stable network and during network convergence,
we temporarily stopped packet transmission from all nodes after
40 min of experiments and resumed it after the next 5 min. We
use SF equal to 19 timeslots and packet transmission rate equal to
10 pkts/min. The results indicate that the existing scheme SB and
OASA remain unaffected by network convergence. Conversely,
as OST and A3 manage cells after collecting and estimating
traffic load, respectively, both took some time to allocate cells
for packet transmission after resuming. Therefore, their PDF
and latency increased during the time interval 40–50 min. Hence,

both PDR and packet latency are affected due to the convergence
time of A3 and OST. We also run experiments with a very
low traffic rate, i.e., 1 pkt/10 min, where OASA shows ≈ 41%
improvements of RDC over A3.

VI. CONCLUSION

In this work, we developed a cell scheduling scheme called
OASA to efficiently and autonomously allocate slots in real time
in 6TiSCH networks. OASA scheme can potentially improve the
reliability of 6TiSCH networks, particularly in situations where
the network traffic is highly dynamic and unpredictable. OASA
also enables a low energy consumption of the nodes when there is
less traffic load in the 6TiSCH networks. In brief, by dynamically
allocating and deallocating the communication slots on-the-fly
for both upward and downward routing, OASA can adapt to
real-time traffic demand. We implemented and tested OASA on
Contiki-NG, and FIT IoT-LAB testbed, respectively. The results
show that OASA performs better than the existing adaptive
autonomous schemes, indicating the potential advantages of
adopting OASA in practical IoT applications. In future, we aim
to enhance the adaptability of OASA by considering different re-
quirements of 6TiSCH networks and configurations of 6TiSCH
protocol stacks.
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