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6TiSCH – IPv6 Enabled Open Stack IoT Network Formation:

A Review

ALAKESH KALITA and MANAS KHATUA, Indian Institute of Technology Guwahati

The IPv6 over IEEE 802.15.4e TSCH mode (6TiSCH) network is intended to provide reliable and delay

bounded communication in multi-hop and scalable Industrial Internet of Things (IIoT). The IEEE 802.15.4e

Time Slotted Channel Hopping (TSCH) link layer protocol allows the nodes to change their physical channel

after each transmission to eliminate interference and multi-path fading on the channels. However, due to this

feature, new nodes (aka pledges) take more time to join the 6TiSCH network, resulting in significant energy

consumption and inefficient data transmission, which makes the communication unreliable. Therefore,

the formation of 6TiSCH network has gained immense interest among the researchers. To date, numerous

solutions have been offered by various researchers in order to speed up the formation of 6TiSCH networks.

This article briefly discusses about the 6TiSCH network and its formation process, followed by a detailed

survey on the works that considered 6TiSCH network formation. We also perform theoretical analysis

and real testbed experiments for a better understanding of the existing works related to 6TiSCH network

formation. This article is concluded after summarizing the research challenges in 6TiSCH network formation

and providing a few open issues in this domain of work.
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1 INTRODUCTION

The Internet of Things (IoT) allows physical objects (referred to as “things” or “nodes” in IoT)
to communicate among themselves. IoT connects almost every physical object that is found in
homes, healthcare systems, industries, and various transportation systems [1–3]. Nodes exchange
their surrounding information among themselves, which helps the computational system interact
with the physical world. The information received from the nodes is used for analyzing the current
environmental situation and based on the analysis, IoT changes the behavior of the environment if
needed. Various application domains such as industry [4, 5], health-care [6, 7], smart home [8, 9],
smart city [10, 11], smart grid [12, 13], smart transportation [14], and smart precision agricul-
ture [15] are the few applications of IoT. The nodes in IoT are called smart [1, 16] in three aspects:
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(i) they can sense or monitor their surroundings, (ii) they can communicate or exchange their
information with other nodes, (iii) they can change the behavior of their surroundings. Nodes
use different sensors for sensing or monitoring the environment, and most commonly, it usages
wireless communication for exchanging information. The behaviors of the environment are
changed (known as actuation) using some mechanical devices which work based on the input
provided by the nodes [17, 18]. In brief, IoT can improve the efficiency, safety, and security of
its various applications in the physical world through sensing, communicating, and performing
actuation on the environment.

Most of the IoT devices1 are resource-constrained in terms of processing capacity (which has
only a few kilobytes (KBs) of RAM), memory (also in KBs), and energy (mainly battery oper-
ated) [19]. Nevertheless, IoT should provide high reliability and delay bounded energy-efficient
communication in most of its applications. Therefore, it is very challenging to implement and
fulfill various requirements of different IoT applications with the resource-constrained devices.

In recent years, because of the increasing demand for wireless technology for both sensing and
actuating, many standards have been introduced for the IoT networks based on the requirements
of different applications [19–21]. They include ZigBee [22], IEEE 802.15.4 [23], Bluetooth [24],
WirelessHART [25], and ISA-100.11a [26]. These standards use 2.4 Ghz frequency band, whereas
Narrowband Internet of Things (NB-IoT) [27], IEEE 802.11.ah [28], Low Power and Long

Range Wide Area Network (LoRaWAN) [29] are the few standards that use Sub − 1 GHz, fre-
quency band. Among these standards, IEEE 802.15.4 is the most widely used standard for resource-
constrained low power and lossy networks (LLNs) [19]. It defines both the Physical (PHY) and
Medium Access Control (MAC) layer. However, many works such as [30, 31] mentioned from
their performance evaluations of the IEEE 802.15.4 standard that it suffers from unbounded delay,
low reliability, less protection against interference, and multi-path fading, hence, not suitable for
most of the IoT applications. The main reason for these issues is the usage of a single channel in
2.4 GHz frequency band. On the other hand, ZigBee suffers from interoperability and scalability
issues as it does not use existing infrastructure for communication and it is completely propri-
etary. Similarly, WirelessHART and ISA-100.11a suffer from scalability issues as both of them
follow centralized approaches for establishing and maintaining the communication among the
nodes. The Sub − 1 GHz-based standards are designed for long-range but low data rate oriented
applications. Note that, to achieve higher data rates but, at the cost of range, LoRaWAN can be
operated on 2.4 GHz.

Therefore, to fulfill the increasing demands of sensor/actuator-based technologies and deal
with the issues of existing standards, The Institute of Electrical and Electronics Engineers

Standards Association (IEEE-SA) published IEEE 802.15.4e [32] amendment in 2012. The IEEE
802.15.4e is an extension of the existing IEEE 802.15.4 [23]. IEEE 802.15.4e enhances the function-
alities of both the PHY and MAC layers compared to the existing IEEE 802.15.4 to support dif-
ferent application requirements. For this, IEEE 802.15.4e mentioned five different MAC behavior
modes based on different applications’ requirements. The MAC behaviors are Time Slotted Chan-

nel Hopping (TSCH), Deterministic and Synchronous Multi-Channel Extension (DSME),
Low Latency Deterministic Network (LLDN), Asynchronous Multi-Channel Adaptation

(AMCA), Radio Frequency Identification Blink (BLINK). A detailed survey of IEEE 802.15.4e and
all MAC modes is given in [33]. Note that among these MAC behaviors, both the TSCH and DSME
are included in the recently revised version of IEEE 802.15.4-2016 [34] because of their applicability
in different application domains.

1We use the terms device, mote, and node interchangeably in this manuscript as all of them mean the same.
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IEEE 802.15.4e supports multiple transmissions at a time using multiple physical channels (max.
16 channels) using the 2.4 GHz frequency band. Hence, it increases the overall throughput of the
networks. Apart from this, IEEE 802.15.4e also allows the nodes to change their physical channels
after every transmission, which is known as channel hopping to get rid of multi-path fading and
interference on the channels. So, IEEE 802.15.4e also increases communication reliability.

Among the five MAC behavior modes, TSCH gains attention among the researchers. It provides
deterministic channel access to the nodes, and so provides reliable and delay bounded communica-
tion [35]. Therefore, TSCH mainly opts in industrial automation, process monitoring, oil, and gas
industry as a part of the Industry 4.0 revolution where information should be transmitted reliably
within a specific time period [32, 34, 36–38]. In this article, we mainly focus on TSCH.

As IEEE 802.15.4e defines only the PHY and MAC layers for providing IPv6-based Internet con-
nectivity to the devices, the Internet Engineering Task Force (IETF) created the IPv6 over the

TSCH mode of IEEE802.15.4e (6TiSCH) Working Group (WG). This WG aims at providing
interoperability between the IEEE 802.15.4e TSCH link layer and IP-based upper layer protocol
stack used for IPv6 connectivity. The 6TiSCH networks use these TSCH link layer and upper layer
protocols for establishing multi-hop communication among the nodes [39].

Nevertheless, several issues have been left open by the standard such as resource allocation
during the formation of 6TiSCH network, mechanism/scheduling for exchanging data, and main-
taining synchronization among the nodes, to name a few. Network formation of 6TiSCH network
gains the attention of the researchers because TSCH allows each node to change its physical com-
munication channel after each transmission irrespective of whether the previous transmission is
successful or not. On the other hand, the pledges2 do not know in which channel transmission
of control packets is happening and at what time. Furthermore, various control packets are re-
quired by the pledges to join a network. Therefore, pledges need to randomly scan each physical
channel to receive valid control packets. For that, pledges need to keep their radios active all the
time, which in turn causes huge energy consumption. As the devices used in IoT has limited power
source and it is not always feasible to change the power source such as the battery, so huge energy
consumption by the nodes during its network joining process can severely reduce its lifetime, and
so the lifetime of the entire network. Moreover, nodes need to contend to access the transmission
channel to transmit their control packets as the channels are shared for control packet transmis-
sion. Hence, the possibility of packet collision in the wireless medium increases, and the chance of
accessing a transmission channel by a node decreases with the increasing number of nodes in the
network. This results in increasing joining time and energy consumption of the pledges. Therefore,
many researchers aimed at reducing the joining time of the pledges so that their energy consump-
tion can be reduced, which in turn increases the lifetime of the entire network. Further, a node is
allowed to transmit its sensory data packet and control packets only after it completely joins the
6TiSCH network. Hence, the joining time of the pledges is critical to improving the efficiency and
reliability of the networks, and so the applications. Therefore, the initial network formation task
needs to be done efficiently in order to improve the lifetime and reliability of the networks.

1.1 Contributions

Although few recently published survey works such as [4, 30, 39] considered IEEE 802.15.4e but
these works only gave an overview of the enhancement of IEEE 802.15.4e over the existing IEEE
802.15.4. These works were not specifically dedicated to IEEE 802.15.4e TSCH or any research
issues related to 6TiSCH networks. On the other hand, few works such as [41–43] surveyed the

2IETF used the term “pledge” to designate a new joining node, which has not yet completed the join process in a given

secure network and is therefore not trusted by the network [39, 40]. So, we refer to a new node as a pledge in this article.
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Table 1. List of Frequently used Terms with their Corresponding Meanings

Term Description

Timeslot It is the smallest fixed time duration to transmit one packet and receive its
acknowledgment. The timeslot duration is the same for all the nodes in a
network.

Slotframe It is a collection of several timeslots. Slotframe repeats one after another and a
timeslot repeats after each slotframe. The slotframe length is same for all the
nodes in a network.

Slot offset It denotes the timeslot (index number) within a slotframe which ranges from
(0 to slotframe length -1)

Channel offset It is an integer number that ranges from (zero to maximum number of channel
used - 1) in a network where each integer is mapped with a particular physical
channel that is used in the network.

Cell A cell is represented by the touple [slot offset and channel offset], which
basically denotes at what time, which channel should be used for transmitting
either data packet or control packet by the nodes.

Shared cell In shared cell, nodes transmit their control packets by performing TSCH-
CSMA/CA channel access mechanism to access the channel associated with
the cell.

DIO DODAG Information Object. This control packet is multicasted/unicasted by
the joined nodes’ RPL layer to construct the DODAG.

EB Enhanced Beacon frame which is broadcasted by the TSCH MAC layer.

scheduling approaches used for data transmission in 6TiSCH networks. However, these works
did not consider the formation of 6TiSCH networks. As per our knowledge, till now, only one
published article [41], which partially surveyed the works related to network formation in IoT. The
work in [41] considered only a few works that are related to the initial step of 6TiSCH network
formation i.e., TSCH node association/synchronization. Note that the association/synchronization
of a node in a TSCH network does not mean that the node has completely joined in the 6TiSCH
network. TSCH node association is the initial step or first step of 6TiSCH network formation.
Nodes need to receive a few more control packets to join the 6TiSCH networks completely after
associating or getting synchronized with the TSCH networks. Please remind that we use the words
association and synchronization interchangeably in this article. More discussion about TSCH node
association/synchronization and 6TiSCH network formation are given in Section 2.4.

Recently, few works had been published which considered the complete formation of 6TiSCH
networks. Therefore, in this article, a brief discussion about almost all the works related to both the
TSCH node association and 6TiSCH network formation is provided. Apart from the literature re-
view and a state-of-the-art survey on the works related to TSCH synchronization and 6TiSCH net-
work formation, comparison-based performance evaluation of the recent works related to 6TiSCH
network formation using Markov Chain-based analytical model and testbed experiments are pro-
vided. For the testbed experiments, at first, we implement the existing schemes on open source
Contiki-NG Operating System (OS) [44], which is mainly designed for IoT devices, and compile
the schemes to generate executable binary files for the IoT devices. Subsequently, executable bi-
nary files are flashed on the devices available on FIT IoT-LAB [45], which is an open IoT testbed.
The results obtained from the testbed experiments are provided and discussed briefly so that it
helps the researchers to design more efficient algorithms for 6TiSCH network formation in the
future. In brief, the major contributions of this article are as follows:
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—At the beginning, this article provides a comprehensive overview of the IEEE 802.15.4e TSCH
based 6TiSCH network followed by its formation process.

—A detailed literature review and state-of-the-art survey, that includes almost all the published
works related to TSCH synchronization and 6TiSCH network formation process is provided.

—An Markov Chain-based analytical model is provided for the theoretical analysis of the ex-
isting schemes related to 6TiSCH network formation.

—We analyze the performance of a few recently published works related to 6TiSCH network
formation in terms of joining time of the pledges and their energy consumption using testbed
experiments at FIT IoT-LAB.

—Finally, we discussed about the future research scope and directions for the 6TiSCH network
formation.

The rest of the article is organized as follows. In Section 2, a brief overview of IEEE 802.15.4e
TSCH followed by the discussion about 6TiSCH network protocol stack and its network formation
process are provided. Section 3 provides the literature survey on TSCH network synchronization
and 6TiSCH network formation in two different subsections. Subsequently, we provide theoretical
analysis in Section 4 and testbed experimental analysis in Section 5 of the existing schemes. Finally,
a brief discussion of the open research challenges for the 6TiSCH network formation is provided
in Section 6, and the conclusions are drawn in Section 7.

2 BACKGROUND

2.1 Overview of IEEE 802.15.4e TSCH

TSCH divides time into small and fixed duration timeslot that repeats over time. A single timeslot
duration is long enough, usually 10 ms , to transmit a packet (max. 127 Bytes long) and receive
its acknowledgment (ACK), if needed. The collection of several timeslots is known as slotframe,
which repeats over time, and after each slotframe, one particular timeslot repeats. A node may
be in a receiving (Rx), transmitting (Tx), or idle state in a timeslot. A pair of nodes decide
their communication timeslot using a scheduling function. Therefore, the timeslot used by a pair
of nodes is not used by other pairs in the network. In this way, TSCH provides deterministic
channel access to the nodes to exchange their information. This results in deterministic delay
bounded data packet delivery. However, sometimes more than one node is allowed to transmit in
a timeslot, which is known as a shared timeslot. Basically, nodes perform TSCH-CSMA/CA (carrier-
sense multiple access with collision avoidance) mechanisms in a shared timeslot to transmit their
unicast packet in order to reduce collision and only control packets are transmitted in the shared
timeslot.

To deal with the problems of interference and multi-path fading on a particular channel, IEEE
802.15.4e TSCH takes the advantage of the availability of multiple channels for communication. It
allows a node to change its physical communication channel after each timeslot. This mechanism is
called channel hopping. Therefore, a pair of nodes also need to schedule one transmission channel
along with the timeslot. The nodes computed the physical channel for their communication by
using Equation (1), which provides a pseudo-random channel hopping sequence.

f = F [(ASN + channel offset) mod Nchannels ], (1)

where f denotes the calculated channel index associated with a particular frequency, F denotes
the sequence of channel hopping i.e., lookup table for channels. ASN is the absolute slot number,
which denotes the number of total timeslots that have elapsed from the starting of the network.
So, ASN is an integer number that starts from 0 and gets incremented by one after each timeslot.
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Fig. 1. A 6TiSCH network with IPv6-based Internet connectivity and scheduling of communication cell.

The channel offset is a fixed integer assigned to both the sender and receiver by the scheduling
algorithm, and Nchannels denotes the number of channels used in the network.

The combination of timeslot and its associated channel is called a cell. The underlying scheduling
algorithm needs to decide both the timeslot and channel i.e., cell for a pair of nodes for their
communication. Figure 1 shows a 6TiSCH-based LLN connected with the traditional IPv6-based
network through a network gateway, where the user(s) can access the data in real-time, or data
can be stored in the central server(s) for further processing using IPv6 connectivity. The figure
also shows how the communication cells are managed/scheduled by the underlying scheduling
algorithm in the repeated slotframes for the same multi-hop 6TiSCH network. The cell at slot
offset 0 and channel offset 0 is the shared cell where all the nodes transmit their control packets.

2.2 6TiSCH Protocol Suite

In 2007, IETF formed IPv6 over Low power Wireless Personal Area Network (6LoWPAN) Work-

ing Group (WG) to provide IPv6-based Internet connectivity to the IEEE 802.15.4 networks [46].
For this, the 6LoWPAN adaptation layer is added on top of Layer-2 [47]. IETF has recently created
the 6TiSCH-WG to provide Internet connectivity to the devices that run TSCH in their link-layer
with the 6LoWPAN adaptation layer. Therefore, 6TiSCH bridges the IETF’s upper layer protocol
stack with the IEEE 802.15.4e TSCH to provide IPv6-based Internet connectivity to the LLN de-
vices. The overall protocol stack is shown in Figure 2, where the 6TiSCH stack is rooted on the
top of the IEEE 802.15.4 physical layer [19, 39, 48]. RFC8180 [49] is released for 6TiSCH network
bootstrapping or formation, which provides the basic procedure to form a network and informa-
tion about minimum resource in terms of cells used for forming the multi-hop 6TiSCH networks.
On the other hand, works in [50], RFC9031 [40] describe the procedure for secure enrollment of
nodes during their joining process. RFC8137 [51] and RFC8480 [52] described the distributed cell
management protocols and [53–56] are a few scheduling schemes used for scheduling the data
packet transmission cells. The 6LoWPAN adaptation layer includes stateless header compression
and fragmentation technique in RFC4944 [57] and contextual header compression techniques in
RFC6282 [58], RFC8025 [59]. RFC8138 [60]) is used for providing the IPv6-based Internet connec-
tivity to 6LoWPAN. The Routing Protocol for Low Power Lossy Networks (RPL) [61] is used
in the network layer to organized the network in the form of Destination Oriented Directed
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Fig. 2. The complete 6TiSCH network protocol stack.

Acyclic Graph (DODAG) topology following the RFC6552 [62]. On the other hand, Constrained

Application Protocol (CoAP) [63] is used in the application layer for enabling low-overhead
secure RESTful interaction. 6TiSCH WG is working on providing interoperability between IEEE
802.15.4e TSCH and IETF’s upper layer protocol stacks. This WG deals with the scheduling of
communication cells among the nodes based on the received signals from the TSCH link layer
and other upper layers. Communication cells are scheduled for all types of packets (i.e., data or
control packets). Apart from this cell scheduling, 6TiSCH WG also deals with resource allocation
(i.e., number of shared cells per slotframe) for efficient 6TiSCH network bootstrapping [49], which
will be discussed briefly in this article.

2.3 Current Development in 6TiSCH Network

Most of the RFC standards used in 6TiSCH protocol stack such as RFC8180 [49], RFC4944 [57],
RFC6282 [58], RFC8025 [59] and RFC8138 [60], RFC6550 [61] are already implemented, whereas
implementation of some of the RFCs such as RFC9031 [40], RFC8480 [52] are under development.
The complete implementations of 6TiSCH protocol stack are available on various open-source
platform such as Contiki-NG (Contiki) [44], OpenWSN [64], RIOT [65]. For the evaluation of the
6TiSCH networks with different network settings without any real-world deployment, different
emulator/simulator such as Cooja [44], OpenSim [64], and 6TiSCH simulator [66] are already de-
veloped. Apart from this, nowadays, there are many commercial hardware devices such as TelosB,
Texas Instrument’s CC2650/1350, OpenMote-CC2538, IoT Lab M3/A8, Zolertia, Jenic JN516x, to
name a few, available in the market that supports the 6TiSCH protocol stack. Hence, the available
open-source implementations of 6TiSCH protocol stack in different platform and commercial de-
vices which support 6TiSCH expedite the use of 6TiSCH network in various IoT applications such
as smart home, smart industry, and smart city.

2.4 Formation of 6TiSCH Network

The formation process of a 6TiSCH network is initiated by its join registrar/coordinator3 (JRC)
(or RPL root) by periodically broadcasting the Enhanced Beacon (EB) frame. EB contains the
basic information of a network such as JRC-id, duration of a timeslot, number of timeslots in a
slotframe, channel hopping sequence, and location of the shared cell. In the beginning, the pledges
do not have such prior information (that an EB contains) to join a network, specifically, the time

3Please note that the JRC can be co-located with the RPL DODAG root or can be in the cloud [39]. Most of the works

consider JRC is co-located with the RPL root, and so, in this article, we also consider that JRC is co-located with RPL root.

In brief, we denote both the JRC and RPL root as a single node throughout the article.
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Fig. 3. Different states of a pledge during its network joining.

and the channel where the joined nodes transmit their control packets. Therefore, the pledges turn
on their radios and randomly start scanning on all the available channels one by one to receive
EB frame. The pledges switch their scanning channel from one channel to another after a specific
amount of time and keep scanning until they receive valid EB. When a pledge receives a valid
EB from an already joined node (it can be the JRC or any other already joined nodes), it becomes
a TSCH synchronized node. If the pledge receives several EBs from different joined nodes, it se-
lects the best-joined node as its parent based on the value mentioned in the Join Metric field
of the received EB frames. Now, the TSCH synchronized node knows the time and channel (i.e.,
[slot offset, channel offset] in a slotframe) where the control packets will be transmitted
from the received EB. Therefore, from now onward, it actives its radio only in the shared timeslot,
which saves energy. Note that the cell present in the shared timeslot is called a shared cell. After
getting synchronized with the TSCH network, the node exchanges join request (JRQ) and join

response (JRS) frames with the JRC by taking the help of its parent node (called join proxy) for
secure enrollment [50], RFC9031 [40]. Once the secure enrollment is done, the TSCH synchronized
node should receive a valid DIO packet to become a 6TiSCH joined node. DIO packets are multicas-
ted/unicasted by the routing layer (RPL) of the joined nodes. It contains all the necessary routing
information required to join the DODAG routing tree constructed by the RPL for both upward and
downward routing operations. As a TSCH synchronized node joins the RPL’s DODAG topology
after receiving the DIO packet, the 6TiSCH joined node is also called RPL joined node. Now, the
6TiSCH joined node is eligible to transmit its control packets for further expansion of the network.
The formation of the entire network gets completed when all the pledges complete their joining
process one by one. In brief, the journey of a pledge can be depicted by the following states: new
node/pledge → TSCH synchronized node → TSCH secured joined node → RPL/6TiSCH joined
node. During this whole journey, the pledge receives mainly EB, JRS, and DIO control packets,
and it transmits JRQ, and DIS control packets. These states are shown in Figure 3.

As a pledge moves from one state to another state depending on the control packet receiving
probability in the previous state, therefore, different control packet receiving probabilities in a
slotframe by a pledge such as PEBS

, PDIOS
, and Pjoin are shown in the figure. In brief, PEBS

, PDIOS
,

and Pjoin denote the probabilities of successfully receiving EB frame, DIO packet, and exchanging
of JRQ and JRS frames together in a slotframe, respectively. In the last state (called the absorbing
state) of the state diagram, a pledge becomes a 6TiSCH joined node.

Please note that throughout the full life cycle of 6TiSCH networks, nodes need to re-join (or re-
synchronize) the network several times in different occasions such as de-synchronization of the
nodes due to clock drift, DODAG reset, DODAG version changed, link lost, to name a few. Dur-
ing re-joining, the de-synchronized nodes behave like fresh pledges. Hence, the de-synchronized
nodes follow the same procedure what a new joining node follows, which requires some amount
of time and energy to complete the process. Therefore, the required amount of time and energy
consumption during network formation and nodes’ re-joining play an important role in the overall
network lifetime and its efficiency.
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3 TSCH AND 6TISCH NETWORK FORMATIONS

Researchers have separately considered the TSCH synchronization state and 6TiSCH joining state
of the pledges during the formation of 6TiSCH networks. In the beginning, a pledge needs to keep
its radio active all the time for the EB frame which causes more energy consumption. Therefore,
researchers tried to reduce the EB scanning time. This scanning time can be called TSCH syn-
chronization time because a pledge becomes a TSCH synchronized node after receiving its first
EB. Subsequently, to form a multi-hop 6TiSCH network, the TSCH synchronized nodes should
get valid DIO packets from their selected parents. Only the 6TiSCH joined nodes are allowed to
transmit their control packet for further expansion of the multi-hop network. Furthermore, quick
construction of DODAG also helps in efficient sensory data packet transmission [67, 68]. There-
fore, it is important that the TSCH synchronized node should quickly join the DODAG constructed
by RPL. Accordingly, researchers tried to reduce this 6TiSCH joining time of the TSCH synchro-
nized nodes, so that a multi-hop 6TiSCH network can be constructed in less time. Note that the
construction of DODAG and the formation of 6TiSCH network happen together because a TSCH
synchronized node becomes a 6TiSCH joined node after receiving the DIO packet while the DIO
packet is used to construct the DODAG.

Therefore, we divide our literature study on 6TiSCH network formation into two parts based
on prior publications on the topic. The studies that considered TSCH network synchronization
are included in the first section. These studies focused solely on the transmission of EB frames in
order to create single-hop TSCH networks. The works that considered the formation of a multi-
hop 6TiSCH network, on the other hand, are included in the second half. For 6TiSCH network
formation, the transmission of both the EB frame and DIO packet is required. Hence, 6TiSCH
network formation can be described as an extension of TSCH network formation in which nodes
wait for DIO packets after getting an EB. Before proceeding towards the detailed review of the
existing works on TSCH network synchronization and 6TiSCH network formation, in the next
section, we provide our search methodology to carry out our literature search.

3.1 Related Literature Searching

The related literature searching was carried out using the “SCOPUS” and “Web of Science”
databases. However, both the databases yielded the same articles many times when we searched
using related keywords such as “TSCH”, “6TiSCH”, “joining”, and “formation” in the title, abstract
and keyword fields. For example, SCOPUS, and Web of Science had shown 27 and 14 research
articles, respectively, when we used the search keywords “TSCH” and “joining”. The results were
then manually filtered to remove the articles which are neither related to TSCH network forma-
tion nor 6TiSCH network formation. For example, we excluded 7 and 3 articles from the list of
articles that are found using the keywords “TSCH” and “joining” in SCOPUS and Web of Sci-
ence databases, respectively. These excluded articles mainly focus on different areas such as TSCH
or 6TiSCH scheduling, performance comparison of MAC protocols, simulation study, and energy
harvesting. In addition to these search results, we included the 6TiSCH minimal configuration
(RFC8180) [49] as it describes minimum resource allocation during 6TiSCH network formation.
Finally, after keyword based filtering and manual removal of duplicate entries, we selected 22
research articles for our review. These selected research articles were published during 2014–
2021. Out of these selected articles, 13 articles are related to TSCH network formation and the
rest of the 9 articles are related to 6TiSCH network formation. In this article, we have analyzed
these 22 research articles to show the comparative study from the viewpoint of 6TiSCH network
formation.
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Fig. 4. Taxonomy of TSCH network synchronization schemes.

3.2 TSCH Network Formation

This section discusses the works that considered TSCH network synchronization, i.e., considered
only the broadcasting of the EB frame during the synchronization process. When a pledge receives
its first EB frame, it becomes a TSCH synchronized node, and the time between when it starts
scanning for EB frame and when it receives the first EB frame is referred to as the pledge’s TSCH
synchronization time. As shown in Figure 3, a pledge becomes a TSCH synchronized node when it
successfully receives EB frame (i.e., with the probability PEBS

) from any of the joined nodes(s) and
reach the state 2. So, state 2 represents the state of a TSCH synchronized node in Figure 3 and the
time required to reach this state from the first state (i.e., pledge) is called TSCH synchronization
time.

Researchers considered different design characteristics while designing their proposed ap-
proaches for faster synchronization of the TSCH network. Figure 4 shows the taxonomy of the
existing TSCH network synchronization schemes, where researchers mainly considered different
advertisement slot allocation policies such as random [69, 70], semi-random [71–74], and deter-
ministic [75, 76]. In random advertisement slot allocation, already synchronized nodes transmit
their EB frame by randomly choosing any slot as their advertising slots. Note that control packet
(specifically, EB frame) transmitting cells are called advertisement slots. On the other hand, in
semi-random allocation, fixed advertisement slot(s) are assigned to the JRC whereas other syn-
chronized nodes chose their advertisement slots randomly. In deterministic advertisement slot
allocation, fixed advertisement slots are assigned to the synchronized nodes. Apart from advertise-
ment slot allocation, few works modified the advertisement timeslot format [77], and few other
works proposed (e.g., [78–80]) rendezvous-based active TSCH synchronization schemes. All these
existing works related to the TSCH network synchronization are briefly discussed one by one as
follows:

3.2.1 Random Advertisement Algorithm (RA). Guglielmo et al. performed a theoretical analysis
of TSCH network synchronization in [69]. The authors designed a Markov Chain-based analytical
model to find the relation between the average synchronization time of the pledges and beacon
transmission probability of already synchronized nodes. Authors observed from their analysis that
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the synchronization time of the pledges is inversely affected by the number of channels used for
beacon transmission. Subsequently, the authors suggested to use more channels when more nodes
join the network. Following that, the authors proposed a random advertisement algorithm (RA).
Using their scheme, the authors observed that the overall synchronization time decreases when
the number of nodes increases in the network. Although the authors suggested various important
points for improving the TSCH synchronization time, their work is limited to the analytical mod-
eling, which used only one channel for EB transmission. However, TSCH network allows multiple
channels to get rid of interference, and multi-path fading on a single channel, and improve the
overall network throughput.

3.2.2 Random Vertical (RV) and Random Horizontal (RH). Vogli et al. proposed random verti-

cal (RV) filling and random horizontal (RH) filling schemes for faster synchronization of TSCH
networks in [71]. The authors used the term multi-slotframe (multi-SF), which is nothing but a
collection of several slotframes together and repeats one after another. In RV, the coordinator (or
JRC) transmits at the first slot of a multi-SF using the channel offset 0. On the other hand, other
synchronized nodes transmit using any random channel offset except the channel offset 0. There-
fore, the EBs transmitted by the synchronized node(s) never collided with the EB transmitted by
the JRC. Note that using RV, all the nodes transmit their EBs simultaneously, i.e., at the first times-
lot of a multi-SF. It increases the EB reception probabilities of the pledges. However, as the nodes
transmit their EBs in different channel offsets, this can lead to de-synchronization between parent-
child pairs. On the other hand, in RH, all the nodes, including the JRC, use the same channel offset
0, but use different slotframes of a multi-SF to transmit their EBs. De-synchronization between
the parent-child pairs is also possible in this RH scheme. Furthermore, collision is possible in both
RV and RH schemes when two or more nodes select the same channel offset, and slotframe, re-
spectively. The authors designed probabilistic-based theoretical models for both the RV and RH
schemes to estimate the synchronization time of the pledges. The designed analytical models were
later validated using simulation experiments. The results from both the theoretical and simulation
experiments showed that the performance obtained by both RV and RH is almost the same when
the multi-SF length and number of used channels are the same. However, no comparison-based
evaluation with any benchmark scheme is done by the authors. They only showed the relation
between the TSCH synchronization time and the number of synchronized nodes.

3.2.3 An Efficient Joining Scheme (EJS). The authors in [72] proposed a lightweight synchro-
nization scheme for TSCH networks. In Efficient Joining Scheme (EJS), a slotframe is divided
into two parts, named as advertisement and communication planes. The advertisement plane con-
tains the advertisement slot(s) and the communication plane is reserved for transmitting the data
packets. The author’s pre-configured the number of advertisement slot(s) at the beginning of their
experiment and compared their scheme with the existing RV and RH schemes. Their obtained re-
sults showed improvement over the RV and RH schemes. However, the authors did not calculate
the optimal number of advertisement slots for a particular network configuration. Rather, they
used pre-configured static values for their experiments. Again, the energy consumption of the
nodes, throughput, and end-to-end packet delivery latency of the network get affected using more
advertisement slots. It is because the nodes need to keep their radios active in all the advertise-
ment slots, and the communication slots are converted into advertisement slots. Furthermore, in
EJS, collision is possible when the allocated advertisement slots are not scheduled properly.

3.2.4 Model-based Beacon Scheduling (MBS). Guglielmo et al. [70] proposed a beacon schedul-
ing algorithm based on their proposed discrete time Markov Chain model for TSCH network for-
mation. The authors described the behavior of a pledge during its network joining process using
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a Markov Chain model, and subsequently, formulated an optimization problem. The optimization
problem minimizes the average synchronization time by efficiently scheduling the EB transmission
slot. Later, the solution of the optimization problem is used in the Model-based Beacon Schedul-

ing (MBS) scheme for determining the unique beacon transmission link of the nodes. The authors
analyzed their MBS scheme theoretically and showed that MBS outperforms the existing schemes
such as RA, RV, and RH in terms of average synchronization time. It is noteworthy that MBS be-
haves like RV when both the schemes used a same number of channels. On the other hand, MBS
behaves like RH, when both the schemes used the same slotframe length. The drawbacks of MBS
are like it affects the nodes’ energy consumption, data transmission schedule as it uses several EB
transmission slots per slotframe. Furthermore, the de-synchronization between the parent-child
pairs is possible in MBS as the nodes use different channels to transmit their EB frames.

3.2.5 A Rapid Joining Scheme based on Fuzzy logic (RJS-FL). P. Duy et al. proposed a fuzzy logic-
based adaptive beacon transmission scheme in [73] by extending their previous work EJS [72]. This
scheme determines the EB rate of the TSCH synchronized nodes dynamically depending on the
number of available advertiser nodes in their surroundings. The authors also took care of the en-
ergy consumption of the nodes as the EB rate is directly related to the energy consumption of
the nodes. Like the EJS scheme, a slotframe is also divided into two parts, i.e., advertisement and
communication planes, where advertisement slots are kept together in the advertisement plane. A
synchronized node randomly chooses a channel for broadcasting its EB frame using a slot from the
advertisement slots. The authors used fuzzy logic to determine the required number of advertise-
ment slots per slotframe depending on node density. So, the used fuzzy logic takes the number of
synchronized nodes as input and provides the number of advertisement slots per slotframe as out-
put. The authors performed theoretical and testbed experiments and showed that Rapid Joining

Scheme-based on Fuzzy logic (RJS-FL) improves the network synchronization time compared
to the RV scheme. However, the idea of a random selection of advertisement slots can lead to a
collision.

3.2.6 Enhanced Random Vertical (ECV) and Enhanced Random Horizontal (ECH). In [74], Vogli
et al. proposed an enhanced version of their previous approaches i.e., RV and RH, named them
as Enhanced Random Vertical (ECV) and Enhanced Random Horizontal (ECH). In RV, the
JRC uses the channel offset 0, whereas other synchronized nodes use different channel offsets, and
all the nodes transmit at the same timeslot i.e., at timeslot 0 of the first slotframe of a multi-SF.
However, when the number of synchronized nodes exceeds the total number of channel offsets,
collision becomes inevitable. To mitigate this problem, a node can choose any channel offset other
than channel offset 0 from the next slotframe of a multi-SF when the previous slotframe gets filled
in ECV. Furthermore, the JRC can transmit its EB in every slotframe of a multi-SF using the chan-
nel offset 0, considering it has enough power source. On the other hand, in ECH, the next channel
offset is used by the nodes when there is no free slotframe available in the multi-SF using the pre-
vious channel offset. Thus, both the ECV and ECH reduced the EB collision probability in dense
networks by using more channel offsets and slotframes, respectively. The authors designed analyti-
cal models for both the ECV and ECH and compared their analytical results with the experimental
results performed using hardware devices. Although both the ECV and ECH improve the per-
formance of TSCH network formation, these two schemes suffer from de-synchronization issues
between the parent-child pairs, and high energy consumption of the nodes. Furthermore, it is not
always true for every IoT application that JRC has enough energy sources. Again, the throughput
and latency of the network are also be affected as many number of advertisement slots are used in
both the schemes.
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3.2.7 A Fast Joining Technique (ATP). Karalis et al. proposed a technique (advertisement times-

lot partitioning (ATP)) to transmit more number of EBs without allocating extra advertisement
slots per slotframe in [77]. EBs are generally broadcasted in the advertisement slot, where the re-
ceiver does not transmit an ACK. As the TSCH timeslot length is long enough to transmit a packet
and receive its ACK, half of the total timeslot duration gets wasted when an EB is transmitted.
Therefore, ATP divides a timeslot into two parts and utilizes both the parts for advertising EB
instead of allocating extra advertisement slots per slotframe. Hence, ATP can broadcast two EB
frames in a single advertisement slot. Thus, ATP improves the EB transmission rate in the net-
work without increasing the number of advertisement slots per slotframe. The authors performed
simulation experiments on a python based simulator, and their obtained results show that ATP can
improve the synchronization time of the nodes. However, in real-life scenarios, some control pack-
ets require ACKs such as unicast DIS request, and keep-alive. Therefore, ATP will not be suitable
in presence of those control packets for constructing multi-hop 6TiSCH networks.

3.2.8 Deterministic Beacon Advertising Scheme (DBA). The authors Khoufi et al. proposed DBA
algorithm for TSCH networks in [75]. Basically, this work reduces the EB transmission collision by
distributing all the available channels among the nodes. It results in deterministic channel access
to the nodes for transmitting their EBs. Deterministic Beacon Advertising (DBA) finds the
unique channels for all the nodes and allows the nodes to transmit their EBs in the regularly spaced
advertisement slots using the assigned channels. The advertisement nodes calculate their unique
channel offset during their association using the DBA scheme to achieve collision-free beacon
broadcasting. The simulation results showed that the DBA outperforms the RV and RH in terms of
joining time. The results considered TSCH synchronization time of different network topologies
as a function of a number of beacons transmitting nodes and beacon transmitting interval.

3.2.9 Enhanced Deterministic Beacon Advertising Scheme (EDBA). Khoufi et al. further im-
proved their previous work (i.e., DBA [75]) in [76]. The authors proposed an EDBA for better
collision-free EB broadcasting. Enhanced Deterministic Beacon Advertising (EDBA) trans-
mits beacons using all the available channels without any collision efficiently. For validating EDBA,
the authors developed a Markov Chain-based analytical model for EDBA and compared with
MBS [70]. The authors also performed simulation-based performance evaluation. Their results
showed that EDBA outperforms MBS in terms of the joining time of the nodes. However, no clear
distinction is visible between both the DBA and EDBA schemes. Both DBA and EDBA used the
same method to add collision-free advertisement slots per slotframe.

3.2.10 Parallel Rendezvous-Based Association (PRA-TSCH). In [78], Algora et al. proposed a par-

allel rendezvous-based association for TSCH networks (PRA-TSCH) scheme is to reduce the
random channel scanning time of the pledges during their TSCH association. Unlike the previously
mentioned works, PRA-TSCH allows the pledges to perform active scanning for EB instead of al-
ways waiting (i.e., scanning) for EB on random channels. It is done by allowing the non-associated
nodes to turn up for their rendezvous during their channel scanning process. For this, the non-
associated (i.e., pledge) nodes form a network among themselves by exchanging rendezvous bea-

con (RB) frames. When a pledge receives an EB from an already synchronized node, the pledge
broadcasts the basic information carried by the EB among the other non-associated nodes who
have participated in rendezvous. This helps the non-associated nodes to join the network quickly.
Furthermore, as the pledges in the rendezvous group scan on different channels, it increases the
EB reception probabilities of the pledges. Both theoretical and simulation experimental results
showed that PRA-TSCH improves the TSCH association (or synchronization) time compared to
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the 6TiSCH minimal configuration (6TiSCH-MC) standard [49] (6TiSCH-MC is explained in
Section 3.4).

However, PRA-TSCH scheme may affect the existing TSCH schedule performed by the already
synchronized nodes for control and data packet transmission. Furthermore, this scheme could
lead to the higher energy consumption of the nodes by unnecessarily broadcasting RB frames in
sparse networks. On the other hand, collisions among the packets transmitted by the associated
and non-associated nodes are possible in dense networks. Again, there is a possibility that the non-
associated nodes miss the EB frame broadcasted by the already associated nodes while gossiping
among themselves in the rendezvous group.

3.2.11 2-Way Parallel Rendezvous for Faster TSCH Synchronization. The authors Byeong-Hwan
Bae and Sang-Hwa Chung proposed the distributed radio listening (DRL-TSCH) scheme in [79]
to form the TSCH networks quickly. The authors used a similar concept of exchanging RB among
the non-associated nodes as mentioned in PRA-TSCH [78]. However, in the DRL-TSCH scheme,
nodes also respond to the received RB frames by mentioning their own channel scanning sequences
(i.e., their channel index, channel array, and ID), so that a node does not scan the same channel
used by the other nodes in their group. As a result, all the channels are sub-divided among the
pledges, which creates the rendezvous chain. Hence, EB receiving probability increases in DRL-
TSCH compared to the PRA-TSCH. It is because, in PRA-TSCH, two or more nodes may scan on
the same channel, which reduces the EB reception probability. But, DRL-TSCH has over overcome
this by distributing the channels among the nodes. Their simulation results show that DRL-TSCH
outperforms the PRA-TSCH and 6TiSCH-MC in terms of TSCH association/synchronization time.
However, the above-mentioned issue related to PRA-TSCH can also be feasible in DRL-TSCH.

3.2.12 Fast and Active Network Formation (FAN). Recently, Mohamadi et al. proposed a fast and

active network formation (FAN) scheme for faster TSCH synchronization in [80]. Following the
works in [78, 79], FAN also allows the pledges to transmit enhanced beacon requests (EBRs)
to accelerate the (re)association process. However, unlike PRA-TSCH and DRL-TSCH, FAN takes
care of the collision free EBR broadcasting. This collision-free method avoids collision among the
EBR and data packets transmitted by the underlying TSCH schedule. Apart from this, FAN also
proposed to use trickle-based EB transmission instead of using fixed periodic EB transmission.
This trickle-based EB transmission strategy allows the nodes to change their EB transmission
rate depending on the current network condition. Authors performed simulation-based experi-
ments to evaluate their proposed scheme i.e., FAN, and evaluate it in terms of joining time as a
function of number of EB transmitting nodes, a number of used channels, and channel packet
delivery rate. Results showed that FAN outperforms the RV, RH schemes. However, EBRs may
cause a large number of EB transmissions in the network because of the use of trickle-based EB
transmission.

3.2.13 A Theoretical Model for TSCH Association Time. The authors Algora et al. designed a
theoretical model for the nodes’ joining process in TSCH network in [81]. The model estimates the
time required by a pledge to get associated with a synchronizer node. The authors also considered
the link failure possibility in their theoretical model. Basically, their proposed theoretical model
finds the upper time limit to form a network with an arbitrary topology. The authors used Contiki
OS-based Cooja simulator to validate their proposed theoretical model. From both the theoretical
analysis and simulation experiments, the authors concluded that the formation of a TSCH network
greatly depends on the number of channels used in the network and the EB transmission intervals
set by the already associated nodes in the network.
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Table 2. Comparison Among the Existing Works on TSCH Network Synchronization

Schemes

EB
transmission

rate

Number of
advertisement

slot

Advertisement slot
position

Resource
Allocation
Type

Channel offset
used for

advertisement

Modify
slotframe (SF)

Modify
timelsot

EB
scanning

type

Improved
Over

RA [69] 1/EB cycle NIA NIA NIA All No No Passive NIA

RV & RH [71] 1/Multi-SF
RV: 1
RH: >1

RV: 1st slot of multi-SF
RH: 1st slot of each SF

Random
RV: Random
RH: 0

Yes No Passive NIA

EJS [72]
Implementation
specific

>1 Beginning of a SF Pre-configured All Yes No Passive RV

MBS [70]
Implementation
specific

>1 Anywhere Random Any No No Passive RV & RH

RJS-FL[73] 1/Multi-SF >1 Beginning of a SF Random All Yes No Passive RV

ECV & ECH [74] 1/Multi-SF
ECV: >1
ECH: >1

ECV: 1st slot of each SF
ECH: 1st slot of each SF

Random
ECV: All
ECH: All

Yes No Passive RV & RH

ATP [77]
Implementation
specific

NIA
Implementation
specific

Pre-configured NIA No Yes Passive NIA

DBA [75] NIA >1 Anywhere Distributed All No No Passive RV & RH

EDBA [76] NIA >1 Anywhere Distributed All No No Passive MBS

PRA-TSCH [78] 1/SF 1
slot offset 0
channel offset 0

Centralized
(6TiSCH-MC)

0 No No Active 6TiSCH-MC

DRL-TSCH [79] 1/SF 1
slot offset 0
channel offset 0

Centralized
(6TiSCH-MC)

0 No No Active
6TiSCH-MC
PRA-TSCH

FAN [80] 1/SF 1
slot offset 0
channel offset 0

Centralized
(6TiSCH-MC)

0 No No Active
6TiSCH-MC
RV & RH

3.3 Lessons Learned from TSCH Network Synchronization

It can be seen that most of the TSCH network synchronization schemes reduced the synchroniza-
tion time by scheduling the EB frame, increasing the number of advertisement slots per slotframe,
and the EB transmission rate. However, each of these three methods have significant drawbacks.
First, as every node schedules its EB frame to make collision-free broadcasting, the parent-child
pair nodes might lose the synchronization to each other while transmitting their EB frames in
different channels. None of the works considered this de-synchronization issue, and so did not try
to overcome it. De-synchronization is an inevitable problem when nodes do not maintain commu-
nication for a long time. Secondly, adding more advertisement slots per slotframe affects the data
communication cell, which hinders the performance of the networks in terms of throughput and
end-to-end delay. On the contrary, TSCH is designed to provide deterministic delay bounded and
reliable communication with minimum end-to-end latency to the various IoT applications. Further-
more, collision is possible in the advertisement slots as in most of the schemes, the nodes chose
their advertisement slots randomly. Therefore, it is necessary to a maintain schedule for efficient
collision-free EB broadcasting considering nodes energy, and existing data communication sched-
ule. Thirdly, the ill effect of transmitting more EB frames by a node directly falls upon the node’s
energy consumption, which further affects the lifetime of the overall network.

Although the rendezvous-based association schemes (i.e., [78–80]) look promising, the synchro-
nization between the parent-child pairs needs to be addressed. Furthermore, the energy consump-
tion of the nodes needs to be taken care of while the nodes transmit their EB request frame before
associating with the TSCH network. In Table 2, we summarize all the works related to TSCH net-
work synchronization considering different design parameters.

3.4 6TiSCH Network Formation

The studies that considered multi-hop 6TiSCH network formation are briefly described in this sec-
tion. These works considered that the pledges should receive both EB and DIO packets to join in
multi-hop 6TiSCH networks. After receiving the first EB, a pledge becomes a TSCH synchronized
node, and when the TSCH synchronized node receives a valid DIO packet from its parent, it be-
comes a 6TiSCH joined node. In brief, as shown in Figure 3, a pledge becomes a 6TiSCH joined
node when it reaches that final state of the state diagram and the time required to reach the fi-
nal state from the initial state is called 6TiSCH joining time. A network is said to be completely
formed when all the pledges present in the network become 6TiSCH joined nodes. That means
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Fig. 5. Taxonomy of the 6TiSCH network formation schemes.

all the pledges received both EB and DIO packets and successfully exchanged their JRQ and JRS
frames with the JRC.

The 6TiSCH WG published the 6TiSCH-MC standard [49] for allocating minimum resources
during multi-hop 6TiSCH network formation. This standard mentioned three important points
which need to be followed by the pledges and already joined nodes during the formation of the
6TiSCH network. The first point is that all types of control packets (such as EB, DIO, DIS, and
keep-alive) should be broadcasted/unicasted in a shared cell. The control packet can not be trans-
mitted in the dedicated cell. Only data packets are allowed to transmit in the dedicated cells. As
the transmission of control packets happens only in shared cells, nodes perform TSCH CSMA/CA
channel access mechanism before transmitting their control packets. The main difference between
the traditional CSMA/CA and TSCH CSMA/CA is in setting the backoff timer by a node when it
finds that the channel is busy i.e., after performing clear channel assessment (CCA). The back-
off timer is set in terms of number of shared cells in TSCH CSMA/CA instead of continuous time
period as in traditional CSMA/CA. The second point mentioned by the standard is the number of
shared cell per slotframe for transmitting all the generated control packets by all the nodes. The
standard mentioned that only one shared cell per slotframe should be used for transmitting all
types of control packets in the network. Note that this static allocation is made by the standard
irrespective of the slotframe length. The default location of the shared cell is set by 6TiSCH-MC
at slot offset=0, channel offset=0 for all the nodes present in multi-hop 6TiSCH networks
as show in Figure 6(a). This commonly shared cell helps the nodes to get tightly synchronized
with each other within the network. The last but not the least important point mentioned by the
standard is that a pledge should receive both EB and DIO packets to complete its joining process.
Furthermore, a node is allowed to transmit its control packet for further expansion of the network
only after becoming a 6TiSCH joined node. Otherwise, the standard mentioned that there is a pos-
sibility of occurring an unstable network, which can hamper the throughput, reliability, and also
affect in network formation and nodes’ energy consumption.

After 6TiSCH-MC several schemes have been proposed by different researchers considering
different design characteristics. Taxonomy of the existing 6TiSCH network formation schemes
is presented in Figure 5, where the main design characteristics are a number of shared cells per
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Fig. 6. Minimal cell allocation by different existing schemes.

slotframe, EB transmission rate, DIO transmission rate, and both EB and DIO transmission rates
together. Note that although the design approaches of the existing schemes are different, their
design objective is same i.e., reduce the congestion in a shared cells. In the below subsections,
the summary of the existing works are presented with respect to their design characteristics as
follows:

3.4.1 Dynamic Resource Allocation (DRA). Vallati et al. [82] tried to improve the 6TiSCH for-
mation process by considering 6TiSCH-MC as a benchmark scheme. At the beginning, the authors
showed that 6TiSCH-MC does not provide enough resources (i.e., shared cells) per slotframe dur-
ing the formation of 6TiSCH networks using both theoretical and simulation experiments. Follow-
ing their analysis, the authors proposed the Dynamic Resource Allocation (DRA) scheme to
deal with the insufficient resource allocation problem. DRA increases the number of shared cells
per slotframe as shown in Figure 6(b) and this allocation is done depending on the number of
control packets generated in the network. So, unlike 6TiSCH-MC, DRA allocates the shared cells
dynamically in every slotframe. For this, all the nodes exchange the information about the total
number of buffered control packets in their EBs. Accordingly, every node calculates the required
number of shared cells to transmit all the generated control packets in their surroundings. Finally,
the nodes set the location of the added shared cells without any external signaling overhead. The
authors mentioned that their proposed scheme significantly improves the formation time as well
as network stability compared to 6TiSCH-MC by performing testbed experiments.

However, we observe that DRA has several drawbacks. DRA converts the dedicated cells into
shared cells which makes more unusable cells per slotframe. It is because the nodes need to keep
their radios active in the shared cells. Hence, the rest of the channel offsets become unusable apart
from the channel offsets associated with the allocated shared cells. This decreases the network
efficiency in terms of throughput and end-to-end latency. Furthermore, dedicated cells need to
be rescheduled again because there is a possibility that some of the dedicated cells scheduled for
data transmission are converted to shared cells. Apart from this, using DRA, the radio duty cycles

(RDC) of the nodes get increased as they need to keep their radios active in all the allocated shared
cell. Note that RDC denotes the amount of time a node keeps its radio active per unit time. Again,
nodes are used to add shared cells based on the information received in EBs. Therefore, if a node
does not receive an EB from its neighbor node(s) due to collision or link failure, the node may lose
important information. Thus, this can result in an unstable network topology.

3.4.2 Broadcasting Strategy (BS). Vucinic et al. [84] performed simulation experiments on the
formation of a multi-hop 6TiSCH networks considering the same resource allocation policy stated
by 6TiSCH-MC. From the simulation experiments, the authors mentioned that the EB transmis-
sion probability per slotframe should be 0.1 in order to reduce the congestion in a shared cells.
This EB broadcasting probability is set irrespective of the number of nodes and node density in
the networks. The authors also considered the DIO transmission probability per slotframe is 0.3 in
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their simulation experiments. Nevertheless, the DIO transmission rate is governed by the Trickle
Algorithm [85], which increases the transmission rate of the DIO packet when there is an inconsis-
tency in the networks. Note that during the formation of the networks, the nodes behave like there
is an inconsistency in the network i.e., the nodes frequently transmit DIS packets. This forces the
Trickle algorithm of the joined nodes to transmit more DIO packets in less time, which results in
congestion in the shared cell. Therefore, in RPL-based 6TiSCH networks, the formation time could
be wrongly estimated when fixed rate of DIO transmission is considered. Moreover, the pledges
need to wait for more time to receive EB frame when the EB transmission interval is more. This
waiting time becomes worst when only few nodes are deployed i.e., in a sparse network topology.
So, a longer EB transmission interval can increase the TSCH synchronization time of the nodes,
and so their energy consumption. Subsequently, it can increase the overall formation time of multi-
hop 6TiSCH networks. Therefore, the idea of using a fixed and low EB rate all the time in order to
reduce congestion in a shared cell is not always suitable for all types of networks.

3.4.3 Channel Condition Based Dynamic Beacon Interval (C2DBI). As mentioned above, the
DRA scheme [82] increases the energy consumption of the nodes, and also affects the overall
throughput of the networks. On the other hand, the BS scheme [84] may not be a suitable solution
for sparse networks or where the number of nodes present in the networks is less. Therefore, Kalita
and Khatua [86] proposed the Channel Condition Based Dynamic Beacon Interval (C2DBI)

scheme for 6TiSCH network formation considering the same resource allocation as 6TiSCH-MC.
Initially, the authors modeled the formation of a single-hop 6TiSCH network considering the trans-
mission of all types of control packets such as EB, DIO, JRQ, and JRS. Using the analytical model
and simulation experiments on Cooja Simulator, the authors showed that the formation of 6TiSCH
network degrades when more nodes join the networks. The authors mentioned the reason as the
increasing congestion in shared cell. Therefore, to deal with the congestion problem, the authors
proposed to vary the EB generation interval dynamically i.e., depending on the congestion in
shared cell. C2DBI increases the EB generation interval when there is more congestion in the
shared cell and vice versa. Their simulation experimental results show that C2DBI improves the
network formation performance over 6TiSCH-MC.

Later, the authors extended the same work in [87]. In this work, the authors redesigned the an-
alytical model for multi-hop 6TiSCH networks, and also provided an analytical model for energy
consumption of both the joined node and pledge during network formation. Furthermore, the au-
thors changed the beacon generation interval method so that a small change in the congestion in
shared cell can vary the beacon generation rates of the nodes. The authors performed testbed ex-
periments in the FIT IoT-LAB testbed [45] apart from the simulation experiments. Both simulation
and experimental results showed that the C2DBI improves the joining time compared to 6TiSCH-
MC but fails to outperform DRA [82]. It is because C2DBI can not reduce the congestion in shared
cell significantly by varying the beacon generation interval. On the other hand, DRA reduces the
congestion significantly using more shared cells per soltframe. However, C2DBI outperforms both
6TiSCH-MC and DRA in terms of energy consumption because using C2DBI, nodes need to keep
their radios active only in a single shared cell per slotframe like 6TiSCH-MC.

3.4.4 Opportunistic Transmission of Control Packets (OTCP). In [88], Kalita and Khatua
highlighted the importance of the DIO control packets during the formation of 6TiSCH networks.
6TiSCH-MC mentioned that the EB has the highest priority over other control packets such that
DIO, DIS, and keep-alive. However, Kalita and Khatua have shown in [88] that because of the
EB’s highest priority, the performance of 6TiSCH network formation degrades. Sometimes, the
TSCH synchronized nodes need to wait a longer time to receive a DIO packet. It is because a
newly generated EB frame replaces the already buffered DIO packet. This results in increasing the
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6TiSCH joining time of the nodes, which further affects the overall formation time of the network.
Furthermore, the authors also have shown an example where a node needs to wait for a maximum
DIO generation interval to receive a DIO packet due to congestion in the shared cell and EB’s
highest priority. To overcome these two problems, the authors dynamically change the priority
of the control packets as per the requirement of the network instead of always considering EB as
the highest priority packet. The authors also proposed to assign highest priority to a DIO packet
over an EB frame, when a joined node receives either JRQ frame or DIS request packet from its
child node. Upon receiving these two control packets, the authors also allowed the joined nodes
to reset their Trickle algorithms to generate DIO packets quickly. Note that in this work also,
authors followed the same resource allocation as 6TiSCH-MC. Simulation experimental results
showed that dynamic priority assignment and conditional Trickle reset mechanism improved the
performance of 6TiSCH network formation compared to 6TiSCH-MC.

Apart from these two problems, the authors also considered the problem of uncertainty in ac-
cessing the shared cell in their extended version of the previous work in [89]. In addition to the
above-mentioned problems and their solutions, the authors proposed another scheme for the nodes
which have urgent DIO packets (i.e., when the node receives either JRQ frame or DIS request) in
their transmission buffers to access the shared cell quickly. The authors improved the channel ac-
cess probabilities of the nodes by modifying the existing backoff algorithm. Urgent DIO containing
nodes are allowed to use a small contention window size compared to the nodes which do not have
an urgent packet to transmit. Using both the simulation and testbed experiments on Cooja simu-
lator and FIT IoT-LAB, respectively, the authors showed that all the proposed schemes together
improve network formation performance in terms of pledge joining time and energy consumption
compared to 6TiSCH-MC and BS schemes.

3.4.5 Adaptive Control Packet Broadcast (ACB). The same authors i.e., Kalita and Khatua stud-
ied the behavior of the Trickle algorithm [85] in 6TiSCH networks in their another work [90].
The authors designed an analytical model to show the effect of different Trickle parameters on
the congestion in a shared cells, and so on, 6TiSCH network formation. From the analysis, the
author’s confirmed that the behavior of the Trickle algorithm needs to be changed dynamically
in order to improve the formation of 6TiSCH networks. Accordingly, the authors proposed a few
modifications to the existing Trickle algorithm to make it more dynamic. The first modification
is done to reduce the burst transmission of DIO packets when nodes receive DIS request so that
congestion can be reduced in shared cell. For this, nodes are allowed to only one DIO packet even
when they receive a DIS request. To reduce the congestion further, one Trickle parameter i.e., re-
dundancy constant, which controls the DIO generation and transmission rate in a network, is set
dynamically instead of using a fixed value of it all the time. The value of the redundancy constant
is set in such a way that it neither allows all the nodes to transmit their DIOs nor blocks them
permanently. The authors also tried to provide equal DIO transmission opportunities to all the
nodes by dynamically varying the listen-only period of each node. It is done because the default
Trickle algorithm does not always provide equal transmission opportunities to all nodes, which af-
fects the overall DODAG construction time and throughput of the networks [91, 92]. Hence, Kalita
and Khatua attempted to provide equal DIO transmission opportunities to the nodes by varying
the listen-only period of the nodes. As the authors considered the transmission of DIO packets in
shared cell, therefore, their solution is different from other existing solutions such as [68, 93] for
the same problem.

Apart from the dynamic Trickle algorithm, in order to reduce the congestion in shared cell
further and to provide equal control packet (both EB and DIO) transmission opportunities to all
the nodes, the authors proposed one slotframe window (SW) based scheme. This SW-scheme
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restricts the nodes to transmit control packets more frequently. The size of the SW is varied de-
pending on the present network condition. When the network is likely to generate more control
packets, the size of the SW gets increased. This ultimately lowers the congestion in shared cell
by restricting the nodes to transmit their control packets for a longer SW period. The authors
performed testbed experiments on FIT IoT-LAB in order to validate their proposed scheme consid-
ering both the modified Trickle algorithm and SW-based schemes together. The obtained results
showed improvement in terms of joining time and energy consumption of the nodes compared to
the benchmark schemes such as 6TiSCH-MC and BS.

3.4.6 Non-cooperative Gaming-based Control Packet Transmission. All the above-mentioned
works (except the work in [90]) did not consider the impact of the transmission of both EB and DIO
packets together on the congestion in the minimal cell, and so on 6TiSCH network formation. The
nodes in the 6TiSCH network behave non-cooperatively i.e., a node does not know and care about
the control packet transmission rates of its neighboring nodes. Therefore, in some peak network
situations like broadcasting of multicast DIS requests, and DODAG resetting, the minimal cell gets
congested heavily, and this results in poor network performance. Furthermore, when the number
of nodes increases in the network, due to fixed EB rate, congestion becomes inevitable. So, to deal
with these problems i.e., to mitigate the congestion due to the heavy transmission control packets,
Kalita and Khatua proposed a non-cooperative gaming approach for control packet transmission
in [94]. In this gaming model, the joined nodes are considered as players. The optimal solution of
the game is to maximize the control packet transmission probability of the nodes. Later, this opti-
mal solution is used in a game theory-based congestion control scheme (GTCC) to calculate the
number of slotframe a node should wait to transmit its next control packet. Thus, nodes are forced
to restrain their transmissions frequently. Thus, GTCC reduces the congestion in minimal cells
and improves the performance of 6TiSCH network formation. The authors performed theoretical
analysis and testbed experiments and found that GTCC outperforms both 6TiSCH-MC and C2DBI
during the formation of 6TiSCH networks.

3.4.7 Autonomous Allocation and Scheduling of Minimal/Shared Cell (TACTILE). Except for the
work DRA [82], all the above-mentioned works follow the same resource allocation constraint
set by the 6TiSCH-MC standard i.e., only one shared cell per slotframe. DRA shows improvement
over the 6TiSCH-MC and C2DBI in terms of joining time by significantly reducing congestion in
shared cell. For this, DRA allocates more shared cells (in different timeslots) per slotframe. How-
ever, DRA has several drawbacks as mentioned in Section 3.4.1. Furthermore, none of the previous
works utilize all the channel offsets, and so the physical channels available at the shared times-
lot (i.e., at timeslot=0). In DRA, the unused number of channel offsets increases significantly
with the increasing number of added shared cells per slotframe. To address these issues, the work
in [83] proposed a scheme namely autonomous allocation and scheduling of minimal cell

(TACTILE), to add the multiple shared cells autonomously at timeslot=0. Basically, TACTILE
allocates multiple shared cells (at most 3) to a node by using different channel offsets as shown in
Figure 6(c). However, the node can use only one shared cell at a given slotframe for either trans-
mission or reception. Therefore, to use the right shared cell at the right time for maintaining stable
networks, TACTILE proposed a hierarchical scheduling algorithm, named CHOICE. TACTILE al-
locates the shared cells to each node based on its position in the DODAG tree, hence, the whole
tree (or network) is hierarchically divided into a number of sub-tree (sub-network). CHOICE is
totally based on the nodes’ position in the DODAG. For example, if the parent is transmitting,
the child node(s) should listen on the shared cell calculated based on the parent’s EUI64 address.
Thus, CHOICE schedules the shared cells based on nodes’ hierarchical positions in the DODAG,
so, the authors called it a hierarchical scheduling algorithm. Both the allocation and scheduling
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Table 3. Comparison Among the Existing Works on 6TiSCH Network Formation

Scheme
Shared

cell count

Dynamic
Congestion

Control

Dynamic
Beacon
Interval

Dynamic
Trcikle

Algorithm

Resource
Allocation

Type
Complexity

Use of
multiple channel

at a time

Shows
improvement

over

6TiSCH-MC [49] 1 No No No Centralized O(1) No Benchmark

DRA [82] >1 Yes No No Distributed O(N) No 6TiSCH-MC

BS [84] 1 No No No Centralized O(1) No 6TiSCH-MC

C2DBI [86, 87] 1 Yes Yes No Centralized O(1) No 6TiSCH-MC, DRA (Energy)

OTCP [88, 89] 1 No No Yes Centralized O(1) No 6TiSCH-MC, BS

ACB [90] 1 Yes Yes Yes Centralized O(1) No 6TiSCH-MC, BS

GTCC [94] 1 Yes No No Centralized O(1) No 6TiSCH-MC, C2DBI

TACTILE [83] >1 Yes No No Autonomous O(1) Yes 6TiSCH-MC, DRA, C2DBI

of shared cell is done without any control signal overhead. The main benefit of TACTILE is that
it increases the number of shared cells per slotframe without increasing the energy consumption
of the nodes and affecting the already scheduled cells for data packets, unlike the scheme DRA.
This allocation utilizes all the physical channels at the shared timeslot. Apart from the theoretical
analysis, the authors also performed testbed experiments in FIT IoT-LAB. Their obtained results
showed that TACTILE outperforms the existing schemes such as 6TiSCH-MC, DRA, and C2DBI in
terms of joining time and energy consumption of nodes during their joining process. It is because
TACTILE increases the number of shared cells per slotframe like the scheme DRA. However, the
nodes do not consume more energy using this scheme because all the shared cells are not allocated
in the different timeslots; rather, all are allocated at timeslot=0.

3.5 Lessons Learned from 6TiSCH Network Formation

Most of the existing works related to 6TiSCH network formation follow the same resource alloca-
tion described by the 6TiSCH-MC standard [49] i.e., one shared cell per slotframe for transmitting
all the generated control packets. The schemes such as BS [84], C2DBI [87], OTCP [89], ACB [90],
GTCC [94] improve the performance of 6TiSCH network formation compared to the 6TiSCH-MC.
These schemes basically change the transmission rate of either EB frame or DIO packet to reduce
the congestion in the shared cell, and so improve the nodes’ joining time. So, both EB and DIO
transmission rates play significant role in congestion in the shared cell, and so 6TiSCH network
formation. However, the above-mentioned works could not able achieve significant performance
improvement compared to the works in DRA [82] and TACTILE [83]. The reason for this perfor-
mance issue is congestion in the shared cell. Although, the works BS [84], C2DBI [87], ACB [90]
and, GTCC [94] reduce congestion in minimal cell but that is not sufficient to achieve significant
improvement in network formation. Therefore, from here, it can be inferred that the resource pro-
vided by the 6TiSCH-MC is not enough to transmit all the generated packets quickly. The results
achieved by the schemes such as DRA [82] and TACTILE [83] is significantly better compared
to the other schemes i.e., BS [84], C2DBI [87], OTCP [89], ACB [90], and GTCC [94]. The rea-
son for showing this significant improvement by DRA and TACTILE is nothing but providing
sufficient shared cells per slotframe to transmit all the generated control packets. Although DRA
consumes more energy and hampers the data communication schedule, TACTILE overcomes these
two problems by autonomously allocating the shared cells at the same timeslot and then schedul-
ing them properly for maintaining synchronization between the parent-child pairs. Hence, by effi-
ciently adding more number of shared cells per slotframe can improve the performance of 6TiSCH
network during its formation compared to having only one shared cell per slotframe. Compari-
son among the existing schemes on 6TiSCH network formation is shown in Table 3 considering
various parameters that are used for designing the existing schemes related to 6TiSCH network
formation.

ACM Transactions on Internet of Things, Vol. 3, No. 3, Article 24. Publication date: July 2022.



24:22 A. Kalita and M. Khatua

Table 4. List of Frequently used Symbols

Symbol Meaning

L Slotframe length in timeslots

Nc Number of used channels

Ieb EB frame generation interval

Peb EB transmission probability in a shared cell

PEBS
Successful EB transmission probability in a shared cell

Pdio DIO transmission probability in a shared cell

PDIOS
Successful DIO transmission probability in a shared cell

Pjrq JRQ transmission probability in a shared cell

P J RQS
Successful JRQ transmission probability in a shared cell

Pjr s JRS transmission probability in a shared cell

P J RSS
Successful JRS transmission probability in a shared cell

Ploss Packet loss probability

A, B, C, D Binary variables

ASF Average number of slotframes

AJT Average joining time

4 THEORETICAL ANALYSIS OF 6TISCH NETWORK FORMATION

4.1 Theoretical Modeling

This section provides a generalized analysis of 6TiSCH network formation considering the trans-
mission of EB, JRQ, JRS, and DIO happen in minimal/shared cell. At the outset, the variables used
in the analytical model are mentioned in Table 4.

In Section 2.4, a brief discussion about the four states of a pledge during its network joining
process is provided and Figure 3 shows these states as a Markov state model. Now, the probability
of moving from one state to another state depends on the control packet receiving probability by
the pledge in its previous state. For example, moving from the first state (i.e., pledge) to second
state (i.e., TSCH synchronized node) depends on the successful EB transmission probability by
the joined nodes i.e., PEBS

. Similarly, successfully exchanging the JRQ and JRS frames (i.e., P J RQS
,

and P J RSS
) denoted together by Pjoin , and successful DIO transmission probability PDIOS

, help a
pledge to move from state 2 to state 3, and from state 3 to the final absorbing state, respectively.
Now, in order to calculate these probabilities i.e., PEBS

, P J RQS
, P J RSS

, and PDIOS
, initially, the EB

and DIO transmission probabilities in a shared cell (i.e., Peb and Pdio ) need to be calculated. Now,
according to 6TiSCH-MC [49] and BS [84] schemes, all the nodes use fixed EB generation intervals,
whereas C2DBI [87] proposed to vary the beacon interval. Therefore, Pk

eb
of a joined node i can

be calculated as follows:

P i
eb = L/Ik

eb, (2)

where L denotes the slotframe length and Ik
eb

denotes the EB generation interval of node k . How-
ever, the calculation of Pdio is not trivial as Peb because the DIO generation interval varies with
different network conditions. DIO generation and transmission are mainly governed by the Trickle
algorithm [85]. The work in [82] briefly discussed the procedure to calculate Pdio considering the
6TiSCH network. Therefore, we use the same procedure to calculate Pdio and the final equation to
calculate Pdio is as follows:

Pdio = (1 − Peb )
2ND (1 − Pr )NDmin( L

2ND Dmin

, 1) +
∑ND−1

i=0 Pr 2i (1 − Pr )imin( L
2i Dmin

, 1)

Pr + 2ND (1 − Pr )ND +
∑ND−1

j=1 Pr 2j (1 − Pr ) j
, (3)
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where Dmin , Pr and ND denote the minimum DIO generation interval, Trickle reset probability,
and the number of trickle states, respectively. Now, using the values of Peb and Pdio , the successful
EB transmission probability by a joined node, PEBS

can be calculated as follows:

PEBS
=

K

Nc

M−n∑
n

n

⎡
⎢
⎢
⎢
⎢
⎢
⎣

P i
eb

α∏
k=1,k�i

(
1 − Pk

eb

)⎤⎥⎥
⎥
⎥
⎥
⎦

A

[(1 − Pdio )α ]B[(1 − Pjr s )α ]C [(1 − Pjrq )β ]D

× (1 − Ploss )P (N = n), (4)

where, Pk
eb

denotes the EB transmission probability of node k , M and n denote the total num-
ber of nodes, and joined nodes, respectively. Both M and n vary from node to node. The pledges
(M − n) join the network one after another in the given network. Therefore, P (N = n) denotes
the probability of a number of joined nodes, n at any given time, which is calculated using a uni-
form probability distribution i.e., 1/M . In short, Equation (4) can be described as follows: a joined
node can successfully transmit its EB frame only when the other nodes do not transmit any kind
of control packets. In TACTILE, control packets are broadcasted using all the available channels
at the same time. So, the probability collision of the control packet gets reduced by the number
of transmitting nodes divided by the number of channels, Nc i.e., α = �n/Nc � for TACTILE, for
others α = n; similarly, β = �M − n/Nc � for TACTILE, for others β = (M − n). Pjrq denotes the
JRQ transmission probability by a pledge, therefore, Pjrq = PEBS

because a pledge transmits its
JRQ only after receiving an EB frame. Similarly, Pjr s = P J RQS

, where P J RQS
is the successful JRQ

transmission probability (which is calculated below) and Pjr s denotes the JRS transmission prob-
ability in a slotframe. Note that at the beginning, the values of Pjr s and Pjrq are considered as 0,
otherwise, these would form a cycle among the equations. Now, A, B,C , and D are taken as binary
variables (values are either 0 or 1) to designate whether EB, JRQ, JRS, and JRQ are transmitted (i.e.,
value is 1) or not transmitted (i.e., value is 0) together in a shared cell. Because in TACTILE, JRQ
is not transmitted in the same minimal cell where EB, JRS, and DIO are transmitted. Initially, a
pledge is not aware of the channel where the control packets are broadcasted by the joined nodes,
therefore, the whole probability is divided by the Nc . However, when a scheme uses more than one
channel (e.g., TACTILE), the entire probability is increased by the number of joined node times i.e.,
K = n, otherwise K = 1. Likewise, the other successful packet transmission probabilities such as
PDIOS

, P J RQS
, and P J RSS

are calculated as follows:

PDIOS
=

M−n∑
n

n[Pdio (1 − Pdio )α ]B[(1 − Pjr s )α ]C

⎡
⎢
⎢
⎢
⎢
⎢
⎣

P i
eb

α∏
k=1,k�i

(
1 − Pk

eb

)⎤⎥⎥
⎥
⎥
⎥
⎦

A

[(1 − Pjrq )β ]D

× (1 − Ploss )P (N = n), (5)

P J RQS
=

M−n∑
n

(M − n)[Pjrq (1 − Pjrq )β ]C

⎡
⎢
⎢
⎢
⎢
⎢
⎣

P i
eb

α∏
k=1,k�i

(
1 − Pk

eb

)⎤⎥⎥
⎥
⎥
⎥
⎦

A

[(1 − Pdio )α ]B

× [(1 − Pjr s )α ]C (1 − Ploss )P (N = n), (6)

P J RSS
=

M−n∑
n

n[Pjr s (1 − Pjr s )α ]C

⎡
⎢
⎢
⎢
⎢
⎢
⎣

P i
eb

α∏
k=1,k�i

(1 − Pk
eb )

⎤
⎥
⎥
⎥
⎥
⎥
⎦

A

[(1 − Pdio )α ]B[(1 − Pjrq )β ]C

× (1 − Ploss )P (N = n). (7)
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Note that in the above equations, Nc is not used in the denominator because a TSCH synchronized
node knows the channel where the EB would be broadcasted by the joined nodes. Now, using
these probabilities i.e., PEBS

, P J RQS
, P J RSS

, and PDIOS
, the average number of slotframes (ASF)

required by a pledge to reach the final absorbing state can be computed as follows:

ASF =
1

PEBS

+

(
1

P J RSS

+
1

P J RQS

)
+

1

PDIOS

. (8)

If we consider a multi-hop network where each pledge has a different number of neighbors and in
different hop distances from the JRC, then the final average joining time (AJT) of a pledge can
be calculated as follows:

AJT = P JT +ASF × L, (9)

where P JT is the average joining time of the pledge’s parent in the multi-hop network. The
energy consumption by the pledges and joined nodes are briefly explained in the work in [87]
(Section 4.2), which is directly related to the model discussed above. So, the same analytical model
can be used to calculate the energy consumption of the pledges and joined nodes during the for-
mation of the 6TiSCH network. Thus, the joining time and energy consumption of any pledge
can be determined also considering its parent’s joining time and the number of neighbors. Please
note that due to dynamic behavior of schemes such as DRA, OTCP, and ACB, we do not provide a
theoretical analysis of these schemes. Moreover, the authors of these works did not provide their
theoretical analysis.

4.2 Performance Metrics

Three performance metrics have been considered for the evaluation of the existing schemes. As
the energy consumption of the pledges is directly proportional to their channel scanning time,
therefore, TSCH synchronization time of the pledges is considered as the first performance met-
ric. The TSCH synchronization of a pledge is the time when it receives its first EB frame from the
time when it has started scanning for EB frame. In brief, it is the time when a pledge reaches the
second state of the state diagram shown in Figure 3. A TSCH synchronized node consumes less
energy compared to a pledge because the TSCH synchronized node keeps its radio active only in
the shared timeslot, unlike the pledges which keep their radios active all the time.

A TSCH synchronized node is not allowed to transmit any control packet for further expansion
of the network. A node can transmit EB and DIO control packets only after completely joining
the 6TiSCH network. Therefore, the 6TiSCH joining time of a node is considered as our second
evaluation metric. The 6TiSCH joining time of a node is the time when it receives both EB and
DIO packets i.e., when a pledge reaches the final state of the state diagram shown in Figure 3. Note
that DODAG joining time and 6TiSCH joining time is the same for a TSCH synchronized node. A
TSCH synchronized node requires a DIO packet to join the DODAG constructed by RPL and the
same DIO is used to become a 6TiSCH joined node.

The LLN nodes are constrained in terms of processing capacity, memory, and energy. There-
fore, the energy consumption of a pledge during the formation of 6TiSCH networks or after their
formation is very much important as it is related to the overall network lifetime. Therefore, the
energy consumption of the pledges and joined nodes during the formation of 6TiSCH network
is considered as our third evaluation metric.

4.3 Analytical Results and Discussion

To obtain different analytical results such as TSCH and 6TiSCH joining time of the pledges and en-
ergy consumption of the joined nodes and pledges using the above analytical model, we consider a
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Fig. 7. Comparison-based Analytical Results.

random network with different parameter values as follows: ND = 16, NC = 16, L = 101 timeslots ,
Ploss = 0.2, Ieb = 4 ∗L, Dmin = 8ms ,Ti = 10ms , and Pr = 0.2. We follow the work in [87] to calcu-
late the energy consumption of the joined nodes and pledges considering GINA mote [95]. A GINA
mote consumes 69.6, and 72.1 micro coulombs (μC) charge to transmit and receive a packet, respec-
tively. Figure 7(a) and (b) show the average TSCH synchronization time and 6TiSCH joining time
of a pledge with respect to varied network size. From the obtained results, it can be seen that both
the joining times significantly increase with the increasing number of nodes in the case of 6TiSCH-
MC. The reason for this significant performance degradation is the increasing congestion in the
shared cell with an increasing number of nodes. When the shared cell severely gets congested, the
joined node cannot able to transmit their control packets quickly, and if they do, there will be a high
chance of control packet collision. Although C2DBI [87] and GTCC [94] reduce the congestion in
the shared cell, that is not sufficient to achieve significant improvement during 6TiSCH network
formation. Both C2DBI and GTCC use only shared cell per slotframe like 6TiSCH-MC, and so con-
gestion becomes an inevitable problem for these schemes also. Therefore, increasing the number
of shared cells per slotframe is the only way to achieve significant performance improvement of
6TiSCH networks. The work TACTILE [83] increased the number of shared cells per slotframe by
intelligently allocating and scheduling the shared cell at the same timeslot. Hence, it outperforms
the above-mentioned schemes in terms of both TSCH and 6TiSCH joining times. Furthermore,
TACTILE allows the nodes to transmit their EB frames using different physical channels at the
same time which significantly increases the EB reception probabilities of the pledges. Therefore,
the TACTILE shows significant performance improvement compared to the other schemes.

The average energy consumption of a pledge and joined node are shown in Figure 7(c) and (d),
respectively. As the energy consumption of the pledge is directly related to the both the joining
times, specially, TSCH synchronization time, therefore, using the 6TiSCH-MC, nodes consume
more energy compared to the other schemes. The pledges need to keep their radios active for
more time to get an EB frame, which causes more energy consumption in 6TiSCH-MC. On the
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Fig. 8. The tree topologies are used in testbed experiments.

other hand, using TACTILE, pledges do not need to keep their radios active for more time, and
so their average energy consumption is very less compared to the other schemes. However, the
energy consumption of the joined node is more in TACTILE compared to the other schemes. It is
because, using TACTILE, joined nodes get more opportunities to transmit their control packets,
and so they transmit, which turns out in more energy consumption.

5 EXPERIMENTAL ANALYSIS

In this section, the existing works on 6TiSCH network formation are analyzed using testbed
experiments at FIT IoT-LAB [45]. For testbed experiments, we use the topologies as shown in
Figure 8. Note that testbed experimental analysis is done only for the works which considered
6TiSCH network formation i.e., consider both EB and DIO packet for the formation of 6TiSCH
network. It is because the works related to TSCH network synchronization are not 6TiSCH-
MC compliant, and almost all the schemes would encounter the de-synchronization issue be-
tween the parent-child pairs. Hence, the schemes related to TSCH network synchronization
can never be able to completely form multi-hop 6TiSCH networks. For the testbed evaluation,
in the beginning, the existing works (i.e., 6TiSCH-MC, DRA, C2DBI, ACB, GTCC, OTCP, and
TACTILE) have been implemented on the Contiki-NG OS [44]. The binary files generated (either
.elf, .bin, or .hex) after successfully compiling the schemes on Contiki-NG have been flashed on the
STM32 (ARM Cortex M3) micro-controller based M3 nodes on FIT IoT-LAB. Two different topolo-
gies have been used for our testbed experiments to show the results with varied node density and
hop distance. In Topology 1, the nodes are deployed densely compared to Topology 2, whereas the
maximum hop length is more in Topology 2 compared to Topology 1.

5.1 Results and Discussion

The metrics used for analytical analysis in Section 4.2 are used to show the testbed experimental
results. The results are shown using a 95% confidence interval. The metrics are measured under
different time intervals like 0–3, 0–9, 0–15 minutes. For example, a total number of pledges that
become joined nodes within 3 min after the starting of the network is shown in 0–3 min intervals.
Similarly, the total number of pledges joined within 6 min after the starting of the network is
shown in the 0–6 min interval. Please note that we activate (i.e., switch on) all nodes at the same
time during our experiments, but they join the network in different times. Figure 9(a)–(e) show the
number of TSCH joined/synchronized nodes and 6TiSCH joined nodes in various time intervals
using Topologies 1 and 2, respectively. The obtained testbed results reveal that TACTILE and DRA
surpass all existing schemes in terms of both TSCH synchronization time and 6TiSCH joining time,
including C2DBI, ACB, GTCC, OTCP, and 6TiSCH-MC. Please note that we mention 6TiSCH-MC
as MC in Figure 9. It is because both the schemes provide enough number of shared cells per
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Fig. 9. Different Testbed results are shown under various time intervals (e.g., 0–3, 0–9, 0–15). The measuring

units of time intervals are minute.

slotframe for transmitting all the generated control packets. From here, we can conclude that a
single shared cell is not enough for forming the 6TiSCH networks quickly. Rather, more number
of shared cells per slotframe are needed for faster formation. Although the rest of the schemes
i.e., C2DBI, ACB, GTCC, OTCP, and 6TiSCH-MC use the same resource during the formation of
6TiSCH networks, the performance of 6TiSCH-MC is the worst among all the schemes. It is because
6TiSCH-MC does not provide any mechanism to deal with congestion in a shared cells and handle
the transmission of different control packets depending on the present network condition.

Basically, C2DBI reduces the congestion in the shared cells by varying the EB transmission
interval depending on network conditions. In contrast, OTCP provides enough routing information
i.e., DIO packet during 6TiSCH network formation by changing the priority of the control packets
depending on network conditions and enabling quick transmission of DIO packets. Hence, OTCP
even performs less than C2DBI as congestion in the shared cell is the major issue during the
formation of 6TiSCH networks. On the other hand, ACB considered efficient transmission of EB
and DIO packet considering congestion in shared cell. Hence, ACB performs better than the C2DBI
and OTCP. Similary, GTCC also considered the transmission rate of both EB and DIO packets on
shared cell congestion, so it shows almost similar results as ACB.

As the energy consumption of the pledges is directly associated with their TSCH synchroniza-
tion time and overall formation of the network, the energy consumption of TACTILE is very much
less compared to the other schemes as shown in Figure 9(c) and (f) for both the topologies. Al-
though in the beginning, DRA consumes less energy, after completely forming the network, it
consumes a little bit more energy compared to the other schemes. It is because all the nodes need
to active their radios more amount time per slotframe (i.e., in all the allocated shared cells per
slotframe) compared to the other schemes where nodes need to active their radios only in a single
shared cell per slotframe. TACTILE overcomes this issue of DRA by allocating and scheduling all
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the shared cells in a single timeslot. Hence, a node needs to active its radio only in the shared
cell, and so, it has similar energy consumption as the other schemes except DRA. However, nodes
consume more energy throughout the formation of the networks using the 6TiSCH-MC scheme
as they need to wait for more time to receive the EB frame, which forces them to continuously
active their radios for a longer duration.

The results in Figure 9(c) and (f) show that 6TiSCH-MC consumes more energy compared to all
the other schemes. For example, in our experiment using topology 2, it is observed that TACTILE
saves approximately (380.4 − 188.89) = 191.51mJ (i.e., approximately 51.34%) compared to 6TiSCH-
MC. Using this 191.51 mJ , a GINA mote can transmit approximately 1528 packets. Furthermore,
during the full life cycle of the networks, sometimes, many nodes need to re-join the networks as
fresh pledges several times due to different network issues as mentioned in Section 2.4. Therefore,
it is very important to considered the energy consumption of the nodes during 6TiSCH network
formation, which also be used for individual node to re-join the network.

6 RESEARCH CHALLENGES AND OPEN ISSUES IN 6TISCH NETWORK FORMATION

6.1 Factors Affecting in 6TiSCH Network Formation

There is a number of factors that affect the formation of 6TiSCH networks. These factors are
discussed briefly in the below subsections.

6.1.1 Number of used Communication Channels. One of the main reasons for longer formation
of the 6TiSCH network is the channel hopping feature of TSCH MAC protocol. At the beginning,
a pledge does not know the time and the channel in which joined nodes transmit their control
packets. Hence, a pledge scans for an EB on a random channel. Now, the probability of getting
an EB on that random channel is inversely proportional to the number of total communication
channels used by the networks. Although IEEE 802.15.4e allows maximum of 16 channels within
the 2.4 GHz frequency band, some networks may consider less than 16 channels for their commu-
nications. In that case, the probability of receiving an EB by the pledge is high compared to the
networks which use more communication channels. The overall 6TiSCH network formation time
reduces when the pledges receive their EB frames quickly. Thus, the number of communication
channels used in the network plays a significant role in the TSCH synchronization time of the
pledges, and so their energy consumption and overall formation time of 6TiSCH networks.

6.1.2 Number of Shared Cells Per Slotframe. Including EB and DIO, all types of control packets
need to be transmitted in shared cell in 6TiSCH networks. Therefore, congestion in the allocated
shared cell(s) increases when more nodes join the network. This congestion in the shared cell
significantly affects the formation time of the 6TiSCH networks when the number of allocated
shared cell is less and static. It is because the pledges (or joined nodes) need to wait for a longer
time to receive (or transmit) their control packets due to packet collision or longer shared cell
access time. So, more number of shared cells per slotframe help the joined nodes to transmit their
control packets quickly, and so improve the formation time. However, the allocation of more shared
cells in a slotframe reduces the number of dedicated cells for data packet transmission. This can
affect the performance of the networks in terms of throughput, end-to-end latency, and also can
affect the existing scheduling for data packet transmission. Furthermore, the radio duty cycles of
the nodes increase with the increasing number of shared cells per slotframe. Therefore, the number
of allocated shared cells per slotframe plays a significant role in 6TiSCH network formation, and
nodes’ energy consumption.

6.1.3 Node Density. As the number of shared cells per slotframe is limited as per the 6TiSCH-
MC standard, therefore, the density of the nodes in a 6TiSCH network significantly affects its
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formation. Even in the same network, the congestion in the shared cell is more where nodes
are densely deployed compared to the area where nodes are sparsely deployed. As it is already
mentioned that congestion plays an important role in the performance of the 6TiSCH network
formation, hence, node density also plays a significant role in the performance of the 6TiSCH
network formation.

6.1.4 Network Topology. The position of the nodes in their deployment area also affects the
formation of the networks. For example, the nodes present in a grid topology with an average
node’s degree will take less time to form the network compared to the networks where a
same number of nodes in a linear topology with a single node degree. Here, node degree denotes
the number of neighboring nodes. It is because in linear topology each node needs to wait for
its parent node to finish its joining time. Furthermore, in the linear topology, the probability of
receiving an EB by a pledge is very less as only one joined node is present in its communication
range. On the other hand, in the grid topology, nodes have more opportunities to receive control
packets from different nodes which increases the control packet receiving probabilities of the
nodes. Thus, the topology of a network also affects the formation of 6TiSCH networks.

6.1.5 Default Transmission Rate of EB Frame. Except the works in [84, 87], the other works
considered the static rate of the EB frame. As, initially, a pledge does not know the channel where
the EB frame is being broadcasted by the joined nodes, therefore, the pledge performs random
channel scanning. Now, if the EB rate is high, then the chances of receiving an EB frame gets
increased. However, when the transmission rate of the EB frame crosses a certain limits, then the
shared cell starts getting congested, results in a higher joining time of the pledge. Furthermore,
the energy consumption of joined nodes increases with the increasing transmission rate of the EB
frame. Therefore, there should be a tradeoff between the energy consumption of joined nodes and
pledges joining time during the formation of 6TiSCH networks.

6.1.6 Default Transmission Rate of DIO Packet. The generation and transmission of the DIO
packet in the 6TiSCH network is governed by the Trickle algorithm [85]. The trickle algorithm
varies the DIO generation and transmission rate depending on the present network condition,
unlike the fixed rate of the EB frame. However, Trickle algorithm mainly depends on a few param-
eters such as DIO minimum interval, redundancy constant, and a number of doubling, which are set
by the network administrator at the beginning and remain unchanged throughout the network
lifetime. Therefore, in some situations such as DODAG reset time, inconsistency in the network,
transmission of multicast DIS request, the joined nodes transmit several DIO packets within a
small span of time if these parameters are not chosen carefully. This rapid transmission of DIO
packets can severely congest the shared cell, and so can significantly increase the formation time
of 6TiSCH networks. Hence, the default transmission rate of the DIO packet has a significant affect
on the 6TiSCH network formation. Furthermore, the challenges associated with the RPL routing
layer [96] need to be considered during the formation of 6TiSCH networks.

6.1.7 Node Mobility. None of the existing works considered the presence of mobile nodes dur-
ing 6TiSCH network formation. Mobile nodes can be expected in some IoT applications [2, 21]. A
pledge chooses its parent based on the values mentioned in the join metric field of received EB
frames. However, the join metric field does not contain any information about the mobility of
the nodes. Hence, the pledge might choose a mobile node as its parent by considering better value
of join metric. In such a situation, the pledge again needs to join the network as a fresh pledge
when the currently associated parent moves away from the communication range of the pledge.
And this can increase the formation time of entire network. Thus, the mobility of the nodes also
impacts the 6TiSCH network formation.
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6.2 Open Research Issues in 6TiSCH Network Formation

In this section, we highlight some open research issues on 6TiSCH network formation as follows:

6.2.1 Formation of 6TiSCH Networks using Efficient EB Scanning. Although the IEEE 802.15.4e
standard mentioned active scanning of EB frame by which the pledges can transmit EB request
frame, only a few works i.e., [78–80] considered it. However, as it is already mentioned, these
schemes (i.e., [78–80]) have several drawbacks such as active scanning increases the energy
consumption of the nodes and packet collision, hampers the TSCH schedule, and creates de-
synchronization between parent and child. Furthermore, none of the existing works considered
the formation of multi-hop 6TiSCH network i.e., the transmission of DIO packet for constructing
the DODAG topology during the formation of 6TiSCH network. Therefore, the researchers can put
an effort towards designing efficient active EB scanning process for faster formation of multi-hop
6TiSCH network.

6.2.2 Impact of Clock Drift on Nodes’ Re-association. As the nodes use timeslot to communi-
cate with their neighboring nodes for both control and data packet transmission in IEEE 802.15.4e
TSCH-based networks, therefore, both the transmitter and receiver’s clocks should be aligned to
each other [97, 98]. In brief, both the transmitter and receiver clocks should be synchronized within
1ms. However, due to various environmental factors such as fluctuation in temperature as well as
supplied voltage, the difference in mote fabrication by different vendors, and both the transmitter-
receiver clocks used to drift from each other. Although this drifting happens in terms of microsec-
onds each time, both the transmitter and receiver gets de-synchronized when they are drifted by
more than 1ms. And because of this de-synchronization, the child joined node(s) might need to
rejoin the network as a fresh pledge. Although various schemes have already been proposed to
deal with this clock drifting issue, researchers still can consider clock drifting in various environ-
mental conditions and propose a solution for it. Furthermore, only few research works had been
published, which studied the rate of drifting in the presence of multiple timesource. Therefore,
clock drifting is still an open and important research problem because the timeslot shared by a
parent-child (transmitter-receiver) nodes needs to be closely aligned to receive the transmitted
data correctly in the 6TiSCH network. Therefore, clock drifting is a vital research issue that can
be explored in more detail from a network formation perspective.

6.2.3 Formation of 6TiSCH Networks in Presence of Malicious Node. The works in [99, 100] stud-
ied the 6TiSCH network formation process in the presence of malicious nodes. The authors in [99]
mentioned from their simulation experiments that the formation time of the entire network dras-
tically increases in presence of non-cooperative malicious nodes. However, the authors did their
experiments considering only the 6P transaction [52], which is used for scheduling the data packet
transmission cell in a distributed manner. However, the formation of the 6TiSCH network can be
studied considering other security threats which a malicious node can cause, such as jamming the
commonly shared cell by cracking the channel hopping sequence, DIS attack [100] or DIS Sybil
attack [101], DIO suppression attack, DIO black hole attack, RPL rank attack, and so on. As both
the congestion in shared cells and transmission of all types of control packets play a critical role in
forming the of multi-hop 6TiSCH networks, therefore, it is very much necessary to investigate the
performance of 6TiSCH network formation in the presence of malicious nodes. Furthermore, the
other security threads to IoT as mentioned in [102] need to be investigated during the formation
of 6TiSCH networks.

6.2.4 Formation of 6TiSCH Networks in Presence of Mobile Node. The IEEE 802.15.4e TSCH
based 6TiSCH network is mainly designed for industrial applications. Although some industrial
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applications do not have mobile nodes, some industries, such as the petroleum and oil industry,
actuation-based industrial monitoring, and waste management, mobile nodes are used. It is note-
worthy that none of the published works considered the formation of the 6TiSCH network in the
presence of mobile nodes. It is essential because when a joined node moves out of the communica-
tion range of the child node(s), all the child node(s) need to again rejoin the network as a pledge.
This can severely impact on the overall formation of the network. Therefore, it is another research
scope where researchers can think about the formation of the 6TiSCH network in the presence of
a mobile node.

6.2.5 Formation of Software-defined Network (SDN) based 6TiSCH Networks. Nowadays, re-
searchers are trying to incorporate Software-defined Network (SDN) in LLNs. However, only a
few works had been published, integrating SDN in 6TiSCH networks to schedule the communica-
tion cell [103, 104]. Implementing a centralized SDN architecture in LLNs will face considerable
challenges such as control traffic generated by SDN subject to jitters due to unreliable wireless
links and contention in the communication cell, which can further hinder the performance of SDN-
based network. Furthermore, the SDN control traffic needs to be transmitted in the communication
cell. Therefore, how the control traffic overhead generated by SDN can be transmitted along with
the existing 6TiSCH control traffic during the formation of SDN-based 6TiSCH networks needs to
be adequately investigated. The resource allocation by 6TiSCH-MC is not sufficient for 6TiSCH
control traffic as per the existing works. In this case, the transmission of SDN control traffic along
with the existing 6TiSCH network traffic will be some extra burden on the shared cell. Hence, this
will surely degrade the performance of the networks during their formations.

7 CONCLUSION

The IEEE 802.15.4e amendment includes TSCH MAC mode to support multi-channel, channel
hopping, and time-slotted/time-division channel access, which provide deterministic and delay
bounded packet delivery to the mission-critical IoT applications. The formation of the TSCH MAC-
based 6TiSCH network is not trivial because of the usage of multiple channels, channel hopping
feature, and minimal resource allocation for control packet transmission. Therefore, different re-
searchers proposed many improvements to reduce the network joining time of the pledges so that
the network’s lifetime can be increased and data packets can be transmitted efficiently. This article
surveys the existing works related to the formation of both TSCH and 6TiSCH networks, consider-
ing almost all the works published in 2014–2021. Apart from the survey, this article also provides
both theoretical analysis and testbed evaluation of most of the schemes related to 6TiSCH network
formation. Taking into account both theoretical and experimental results, this article ends with a
brief summarization of the factors that affect the 6TiSCH network formation and also provides a
few open research issues in 6TiSCH network formation.
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